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Choice Experiment (CE) 

Description 

CE is a type of conjoint analysis. Conjoint analysis is a class of survey valuation 

techniques where respondents compare different bundles of attributes; other types of conjoint 

analysis include trade-off adjustment, ranking, and pair-wise ratings. Conjoint analysis has 

its roots in marketing, transportation, and psychology (Green and Srinivasan 1990; Batsell 

and Louviere 1991; Louviere 1988a, 1988b, 1991; Hensher 1994). CE, like contingent 

valuation (CV), is a stated preference direct valuation technique that is effective at capturing 

nonuse value. However, the application of CE to measuring nonuse value is extremely new 

(Adamowicz et al. 1998 is regarded by some as the first nonuse value study) and has yet to 

be carefully scrutinized (however, many ofCVs concerns and resulting reliability guidelines 

appear to be applicable to CE). 

In CE, respondents are presented with a series of well-defined choice sets (typically 

three choices to a set). Respondents are asked to choose the most appealing consumption 

bundle from each choice set. Consumption bundles have varying attributes, one of which can 

be price. Choices are repeated with many attribute levels and combinations. From these 

choices, the researcher can identify (1) the attributes which significantly influence choice, (2) 

an implied ranking of attributes, (3) the marginal WTP for a change in an attribute, and (4) 

the implied WTP for a plan which changes more than one attribute (Hanley et al. 1998; 

Smith 1997). 

CE combines random utility theory (Thurstone 1927; Manski 1977; McFadden 1974; 

Ben-Akiva and Lerman 1985) with the characteristics theory of value (Lancaster 1966). The 

random utility framework makes CE welfare estimates directly comparable to the 

dichotomous choice contingent valuation approach (DC CV) and the travel cost (TC) random 

utility approach (Hanley, Wright, and Adamowicz 1998). Open ended contingent valuation 

(OE CV) is not theoretically equivalent and hence is not readily comparable to CEo 

To date, much of the experience with the CE method and environmental goods relates -

to use value (Adamowicz, Louviere, and Williams 1994; Boxall et al. 1996). Adamowicz et 

al. (1998) and Hanley et al. (1998) are the only studies that I am aware of that measure 

nonuse (i.e. passive use) value. These authors, in addition to Smith (1997), call for more 
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research on non-market goods before a telling comparison to CV can be made. However, the 

results thus far make them optimistic. 

In most cases in the literature, the CE estimates are compared to either CV or 

revealed preference data estimates. All the studies passed construct validity tests, i.e. the 

willingness to pay estimates were sensitive to variables hypothesized to be influential. 

Hanley, Wright, and Adamowicz (1998) and Hanley et al. (1998) found CE and DC CV 

values to be comparable, and CE values to be modestly larger than OE CV. This result may 

simply be due to the behavioral nature of the question formats. Adamowicz et al. (1998) 

found preferences over income to be consistent between CE and DC CV. However, the 

relationship between CE and DC CV values was dependent on the assumed functional form. 

Boxall et al. (1996) found CE values less than CV values, but contributed much ofthe 

difference to CEs aptitude for capturing substitute possibilities. 

Hanley, Wright, and Adamowicz (1998) outline some topics for further research. 

Since CV has not performed well for benefits transfer, will CE fair better? How best should 

information be presented to respondents? In particular, complexity, learning, and fatigue are 

important issues. Finally, external validation techniques need to be developed to evaluate CE 

values (this is a CV issue as well). 

Theory (Hanley, Wright, and Adamowicz 1998) 

Consider individual n's utility function for choice i: 

Din = D(Zin, Sn), 

where Zin denotes the attributes of alternative i and Sn denotes the individual's 

socioeconomic characteristics. If Din > Djn then alternative i will be chosen over alternative j. 

Assume that Din is random and only a portion of the individual's utility function is 

deterministic and in principle observable. Let V(Zin, Sn) represent this deterministic portion 

of utility and E(Zin, Sn) represent the random and unobservable portion. Hence, we can re­

write utility as 

Din = V(Zin, Sn) + E(Zin, Sn). -

Because part of utility is now unobservable, we cannot estimate utility and must estimate the 

probability that an individual will choose option i over others from a set of choices C: 

Prob(il C) = Prob(Vin + Ein > Vjn + Ejn, for all j in C). 
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To estimate this equation, an error distribution must be assumed for the error terms. For 

example, the usual assumption is that the error terms are Gumbel distributed and 

independently and identically distributed. This implies that the probability of choosing i is: 

Prob(i) = exp(IlVin) / LjeC exp(IlVjn). 

Where Il is a scale parameter for the error variance, usually assumed to be one. This last 

equation is estimatable as a multi-nomiallogit model once a functional form is assumed for 

Yin. 

When parameter estimates have been obtained, a numerical utility level can be 

calculated directly for the assumed functional form. And consumer surplus, i.e. attribute 

values or willingness to pay, can be computed directly as the change in income necessary to 

offset a change in attributes and maintain the initial utility level. 

Current Research Trends 

See Description section. 

Critique 

a.	 CEs statistical and experimental design can be rather involved and can have many issues 

in common with CV (especially the dichotomous choice format). Relevant attributes 

must be identified and appropriate levels and ranges selected. Attribute and level 

descriptions must be written so as to be generally understood by respondents 

(Adamowicz et al. 1997 show that models based on subjective ratings of attributes can 

outperform models based on objective measures). Meaningful attribute bundles must be 

assembled. A bid (environmental good price) mechanism is needed as are bid levels. 

Choice sets, referred to as choice occasions, must be constructed from a sub-set of 

possible choices identified as sufficient for estimating parameters. Even then, the number 

of choice sets facing a respondent may need to be reduced to be manageable. 

Attribute design issues are particularly influential. Recall from the Theory section,
 

that CE proposes that the value (consumer surplus) of the good is simply the sum of the
 

attribute values. Thus, estimates of a good's value may depend on the attributes selected
 ... 
for inclusion in the survey during design (Hanley et al. 1998). In the literature these
 

attributes are referred to as "main effects." Even if the "correct" attributes are included in
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the design, it is possible that the sum of the attribute values does not capture the total 

value of the good (Hanley, Wright, and Adamowicz 1998). In these cases where the 

whole value is desired, CV may be preferable (Hanley et al. 1998). Smith (1997) for one 

challenges the assumptions necessary for aggregating in this fashion (e.g. independence 

across questions). Hanley, Wright, and Adamowicz (1998) agree with Smith that the 

treatment of attributes as independent may not be consistent with reality--attribute 

interactions may be important. For example, the level of one attribute may depend on the 

level of another. 

b.	 CE has a few advantages over CV (Hanley et al. 1998; Hanley, Wright, and Adamowicz 

1998). First, with CE it is easier to desegregate values for a good into the characteristics 

of the good (Willis and Garrod 1995). Valuing unique measurable attributes in 

conjunction with socioeconomic variables is beneficial for policy and benefit transfer 

applications. Second, CE avoids part-whole bias and scope concerns by allowing varying 

levels of the good to be included in the design. Third, CE does not experience the "yea­

saying" bias found in DC CV (Adamowicz 1995). Lastly, CE is better at capturing 

substitute possibilities and evaluating a wider range of quality changes (Boxall et al. 

1996). 

c.	 There is no accepted means of externally validating CE results, especially in cases of 

large nonuse values and less-familiar choices (Hanley, Wright, Adamowicz 1998). 

d.	 Unlike revealed preference data, which suffers from collinearity and lack of variance, CE 

can identify marginal attribute values by designing out these issues (Adamowicz, 

Louviere, and Williams 1994). 

e.	 Like CV, CE responses are a function of the information provided (Hanley et al. 1998). 

This criticism refers not only to the quantity and quality of information but probably also 

to anchoring associated with bid levels and survey implied rankings of attributes. 

f.	 Like DC-CV, CE estimates are sensitive to functional form (Hanley et al. 1998; 

Adamowicz et al. 1998). 

g.	 A status quo bias has been detected (Adamowicz et al. 1998). In this case, respondents 

have a tendency to choose the status quo regardless of the alternatives. This suggests that ­
negative utility is associated with change. 
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Example Applications 

Adamowicz, Louviere, and Williams (1994) - use value of water flow scenarios on rivers 

with CE and revealed data 

Boxall et al. (1996) - use value of habitat changes in moose hunting areas with CE and CV 

Adamowicz et al. (1998) - nonuse value of caribou habitat enhancement program with CE 

and DC CV 

Hanley et al. (1998) - nonuse value of environmentally sensitive areas in Scotland with CE 

and DC CV 

Hanley, Wright, and Adamowicz (1998) - nonuse value of forest landscapes in the UK with 

CEandOECV 

Additional Reading 

Hanley, N., R.E. Wright, and V. Adamowicz (1998), "Using Choice Experiments to Value the Environment: 
Design Issues, Current Experience and Future Prospects", Environmental and Resource Economics 
11(3-4): 413-428. 

Smith, V.K. (1997), "Pricing what is priceless: a status report on non-market valuation of environmental 
resources", in H. Folmer and T. Tietenberg (eds.), The International Yearbook of Environmental and 
Resource Economics: 1997/98. Williston, VT: American International Distribution Corp.. 
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Travel Cost Valuation (TC) 

Description 

TC is a market based indirect valuation technique, which estimates a recreation site 

demand curve from the travel costs incurred by users of the site related good to be valued 

(i.e. price is travel costs, quantity is either number of visitors or number of visits, and other 

factors shift the demand curve). Like Hedonic Pricing, TC assumes that market prices 

capture changes in the good's quality. Travel costs are perceived as a lower bound to the 

value users have for a site. To measure the demand for a recreation site with TC, net benefits 

are obtained by summing up societies consumer surplus for the good. To measure the value 

of a change in site quality, i.e. a shift in the demand curve, the changes in consumer surplus 

due to the change in quality must be summed-up (using the constant utility Hicksian demand 

curve is theoretically appropriate here, but realistically the Marshallian demand curve is 

estimatable and used as an approximation). Studies have typically fallen into two categories, 

those based on aggregate data and those based on individual data. 

With aggregate data, society is broken into groups according to distance traveled to 

use the good (other socio-economic variables and substitution possibilities are used to further 

subdivide groups into more homogeneous preference groups). Each group is then an 

observation relating travel costs to the number of visits per capita (or number of visitors) in a 

period. Note, travel costs may include the group specific time costs of traveling and being at 

the site in addition to a per mile factor. The demand curve and the consumer surplus is then 

estimatable. Net benefits is the total consumer surplus (for discussions on using zonal 

aggregate data see Bockstael, Hanemann and Strand 1987). 

Individual data is collected with individually administered surveys and is theoretically 

more appealing than aggregate data (however, see Hellerstein 1995 for a Monte Carlo study 

showing aggregate data outperforming individual data). This type of data is appealing 

because it does not impose a representative profile on users and allows for subjective travel 

costs. Each visit is an observation with a travel cost. However, modeling the individual -trade-off decision is more complicated and increasingly so when incorporating multiple sites. 
... 

Collecting and including information about substitutes has proven difficult (Smith 1989). 

The random utility model (RUM), because of its capacity to account for multiple sites with 
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differing attributes, has become a popular means of predicting the probability of visiting a 

site. However, results are extremely sensitive to modeling assumptions which restrict an 

individual's substitution possibilities but gain computational simplicity (Train 1998). 

There are also count models which predict the number of visits using a demand 

equation or demand system depending on the number of sites (see Englin, Boxall, and 

Watson 1998 for a recent example and Shaw and Jakus 1996 for a combined count and RUM 

application). These models can use either aggregate or individual data. 

Theory 

Simple Single Site Recreation Demand Model without Substitutes (similar to Freeman 1993): 

Let U(R,X) represent an individual's preferences, where R is recreation and X is other 

expenditure goods. The individual's problem is the following: 

Max U(R,X) 

S.t.	 R=qV
 
X=twW -pV
 
P = 2mD + c
 
T = tw+ 2DtdV + tvV
 

where	 q = quality of a visit
 
V = number of visits
 
tw= time spent working
 
W = wage rate
 
p = price of a visit
 
m = cost per mile (driving)
 
D = distance to site (in miles one-way)
 
c = other costs of a visit (e.g. food, lodging, entrance fees, rental fees, etc.)
 
T = total time available (minus sleep)
 
td = time to drive one mile
 
tv = time spent at the site on a visit
 

The first order condition with respect to V equates the marginal benefit of a visit with the 

marginal costs of a visit, i.e. the travel costs: 

q(URlUx) = 2mD + c + (tv + 2Dtd)W 

The marginal cost per visit, which is the right hand side of the equation, consists of variables -
that are obtainable through survey and other sources. If the quality of a trip is improved, the ... 
equilibrium condition predicts an increase in visits (dV/dq > 0). 
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Current Research Trends 

The RUMs popularity has led to substantial research beyond the simple single trip 

site choice framework. The simple RUM made the umealistic assumption of independence 

of irrelevant alternatives, which implies that a change in the attributes of one site has no 

effect on the probability of visiting the other sites. As a result, nested (Kaoru 1995; Kling 

and Thompson 1996; Kling and Herriges 1995), repeated choice, and sequential choice 

(Morey et. al. 1991; Morey et. al. 1993; Parsons 1991) models were developed which 

restricted substitution by imposing a decision structure. The new models produced results 

that were very different from those of the simple RUM (Liu 1995; Kling and Thompson 

1996). Since the structure imposed by these models is still too restrictive to some, fully 

flexible random parameter multinomial limited dependent variable models have been 

developed (Chen and Cosslett 1998, Train 1998). 

Within the RUM framework, choice set and site definition have a significant effect on 

benefit measures (Kaoru et. al. 1995; Parsons and Kealy 1992; Parsons and Needelman 1992; 

Feather 1994; Parsons and Hauber 1996). 

Another line of research considers the effect of the timing of site use over a recreation 

season on welfare. Time has been represented and linked to the RUM choices in a variety of 

ways whose full implications have yet to be explored (Parsons and Kealy 1995; Feather, 

Hellerstein, and Tomasi 1995; Hausman, Leonard, and McFadden 1995; Shonkwiler and 

Shaw 1996). 

Aggregate and individual data have been conceptually linked which allows for the 

calibration of the results from each source (Anderson et. al. 1988, 1992; Verboven 1996. 

Respectively, the links in these studies are in the simple and nested RUM settings.). 

Smith (1997) advocates the validation of results using another market decision where 

the same non-market amenity is being traded (for example, see Vaughan et. al. 1985; and 

Gilbert and Smith 1985). This suggestion is not to be confused with the combining of 

revealed and stated preference data proposed by Cameron (1992), where the TC and 

contingent valuation (CV) decisions must be made by the same individual. -TC and CV data from the same respondents are being combined for improving ... 
estimation and making predictions outside the range revealed. For a discussion, see the 

Current Research Trends section ofmy Contingent Valuation review. 
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Critique 

a.	 Randall (1994) points out that the true travel costs for an individual are unobtainable and 

hence only ordinal measures of recreation benefits from TC are possible and as such TC 

should "not stand alone".in measuring benefits, i.e. benchmarks or calibration should be 

used. Randall also makes many of the points that follow. 

b.	 Regardless of the type of data, non-participation is an issue. TC is only able to capture 

use values: aggregate data is generated by users, surveys on site do not represent non­

users, and surveys performed from potential user lists (e.g. recreational license holders) 

fail to capture the influences of the state of the resource on the level of use (Smith 1997). 

See Haab and McConnell (1996) and Shonkwiler and Shaw (1996) for methods for 

handling "zero visit" responses in individual surveys. 

c.	 Computing travel costs for an individual (or representative individual) is somewhat 

arbitrary. The value oftime is assumed to be the wage rate, thus failing to consider taxes 

and per unit leisure values not equal to the wage rate. If leisure is more valuable than the 

wage rate, then TC would underestimate the true values (Bowker, English, and Donovan 

1996; Boxall, Adamowicz, and Tomasi 1995). 

Also, since driving is valued by the per mile cost and time, driving enjoyment or 

displeasure is unaccounted for. (Aside: Bateman et al. 1996 propose GIS distance 

measures for computing travel costs.) 

d.	 Substitute site information has proven difficult to obtain and incorporate (see Smith 1989 

for an overview and the RUM cites above and below for progress since). This point 

relates to the model specification point below. 

e.	 Model specification: The method requires a great deal of prior information (or 

assumptions) about important elements like preferences, functional form, relevant time 

horizons, choice structure, etc. Hence, opening the door to substantial criticism. Mis­

specification can result in bias greater than that from aggregating data (Hellerstein 1995). 

In particular, RUM models which assume independence of irrelevant alternatives (IIA) 

explicitly or implicitly (by using a nested or sequential decision model, for example see -
Morey, Rowe, and Watson 1993) are criticized for limiting substitution patterns, 

imposing constant site attribute parameters across individuals, and not providing 
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adequate justification for ad hoc decision structures (Chen and Cosslett 1998; Train
 

1998). With improved computing capacity and simulation modeling, fully flexible
 

random parameter multinomial limited dependent variable models are possible and being
 

evaluated (Chen and Cosslett 1998, Train 1998). Thus far, the results are mixed. Also,
 

as mentioned, the implications of site choice set definition and guidelines for determining
 

the appropriate choice set are being researched (Parsons and Hauber 1998; Haab and
 

Hicks 1997). Similarly, McKean, Walsh, and Johnson (1996) consider the inclusion of
 

complementary good prices in the model specification.
 

f.	 Aggregate data applications assume homogeneous preferences within the defined groups, 

i.e. representative agent (Bockstael, Hanemann, and Strand 1987). 

g.	 Single site models assume that the destination of interest is the only or main destination. 

For multiple site travelers it is difficult to separate the travel cost value for one site. See 

Parsons and Wilson (1997) for a treatment of incidental and joint site consumption as a 

complementary good to the primary trip. 

h.	 The model is time dependent in that it does not accommodate changes over time in 

preferences, technology, etc. 

1.	 Difficult to a find a variable which adequately reflects the quality change of interest 

(Montgomery and Needelman 1997). 

Example Applications 

Aggregate Data: Crandall, Colby, and Rait 1992; Yaping 1998 

Individual Data - RUM : 
IIA or Nested: Morey, Rowe, and Watson 1993; Parsons and Kealy 1992; Caulkins, Bishop, 

and Bouwes 1986; Bockstael, McConnell, and Strand 1989; Hausman, Leonard, and 

McFadden 1995; Desvousges, Waters, Train 1996; Kaoru 1995; Montgomery and 

Needelman 1997 

Random Parameter: Train 1998 -
.. 

Count Data: Englin, Boxall, and Watson 1998; Shaw and Jakus 1996 
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Quality Changes: Smith 1993; Kaoru 1995; Whitehead 1991; Bockstael, McConnell, and 

Strand 1989; Parsons and Kealy 1992; Montgomery and Needelman 1997; Choe, 

Whittington, and Lauria 1996; hypothetical travel cost method see Layman, Boyce, and 

Criddle 1996 

Additional Reading 
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Cropper, M.L. and W.E. Oates (1992), "Environmental Economics: A Survey", Journal of Economic Literature 
XXX (June): 675-740. 

Freeman, A.M. III (1993), The Measurement of Environmental and Resource Values. Resources for the Future, 
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Smith, V.K. (1997), "Pricing what is priceless: a status report on non-market valuation of environmental 
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Resource Economics: 1997/98. Williston, VT: American International Distribution Corp. 
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Hedonic Pricine (HP) 

Description 

HP is a market based indirect valuation teclmique which assumes that the equilibrium 

price for a market traded product is a function of the product's characteristics, including 

environmental quality; and, price differentials are due to differences in characteristics, which 

can be isolated and hence valued. The method has typically been applied with wages and 

property values, for example, valuing job risk and air quality. 

HP assumes that equilibrium conditions exist in the traded goods market, thus the 

marginal price of a non-market amenity (or dis-amenity) of interest is equal to the marginal 

rate of substitution between the amenity and the numeraire good. The non-market marginal 

price comes directly from an estimated hedonic gradient function generated from the market 

data. 

The method can be traced back to Waugh (1929). Tinbergen (1956) and Roy (1950) 

were the first to suggest applying the structure to labor markets and Ridker and Henning 

(1967) did so for air pollution valuation. Griliches (1967,1971), Rosen (1974) and Freeman 

(1974) also made substantial contributions. Rosen (1979) and Roback (1982) proposed the 

multimarket concept. 

Theory 

Hedonic Property Value Approach (Brookshire et. al. 1982):
 

Let Q=air quality level, X=non-housing expenditures, U(Q,X) = utility, R(Q)=housing rent,
 

and Y=X+R(Q)=income.
 

An individual chooses Q to maximize utility: 

Max U(Q,Y-R(Q)). 

From the first order condition: R'(Q)=UQlUx (= -dXldQ), where R'(Q), UQ, and Ux are 

respectively first derivatives ofR(Q), U(Q,X) with respect to Q, and U(Q,X) with respect to 

X. Individuals choose where to locate on the rent-air quality gradient. We would expect -
R'(Q)<O, i.e. lower rents in more polluted areas ceteris paribus. 
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Wage Hedonic Approach (Viscusi 1993):
 

Let w=wealth, p=probability of death, U(w)=utility with wealth w, and Ud=utility of death
 

(assume equal to 0).
 

Expected Utility is: 

EU = (l-p)U(w) + pUd = (l-p)U(w). 

Note EU and p are inversely related, therefore an increase (decrease) in the risk of death 

could be offset by an increase (decrease) in w. Setting the total derivative equal to zero, we 

obtain: 

dw/dp = U(w)/[(l-p)U'(w)], 

where U'(w) is the first derivative ofU(w). This is the marginal value of risk, from which 

we would expect to find a premium which increases as job risk increases, this is the 

theoretical amount an individual would be willing to pay (accept) to avoid (accept) risk. 

More risk adverse individuals should require a larger premium to accept additional risk then 

less risk adverse individuals. The equation also says that the poor would accept risk for 

smaller wage increments because the marginal impact on utility is larger. It is assumed that 

individuals optimally position themselves along a hedonic wage-risk gradient, by 

maximizing their individual expected utility subject to their production function, which 

exhibits diminishing marginal productivity in risk. If there is an employer, wage is assumed 

to be a function of risk (among other things whose marginal effects are separated with 

econometric estimation) and the employer chooses the level of risk to maximize net 

revenues; while, the employee chooses the best wage-risk offer according to the same 

decision rule above. The gradient is all that is observable. 

Multimarket Approach (Ready, Berger, and Blomquist 1997: Blomquist. Berger, and Hoehn 

1988): 

Let Vk = vk(wk,rk; ak), where Vk is the indirect utility of a household in county k, ak is an index 

oflocal amenities, rk(ak) is the rental price ofland in county k given ak, and wk(ak) is the 

wage in county k given ak. An individual purchases land (qk) and a composite good from 

their wage income in order to obtain ak. ­
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Setting the total derivative of Vk equal to zero and rearranging, the implicit price 

function for the amenities is: fk= (Owk/8ak) + qk (Brk/8ak). The implicit price function is the 

marginal willingness to pay for an amenity change, 8WTP/8ak. 

Since we don't observe land rents but do observe housing, replace qk and rk by hk and 

Pk, respectively the amount and price of housing purchased: fk= (Owk/8ak) + hk(Bpk/8ak). 

The signs of (Owk/8ak) and (Bpk/8ak) are not necessarily positive and negative 

respectively, both differentials need to be considered (Blomquist, Berger, and Hoehn 1988). 

However, one might expect that locations with better amenities would have higher housing 

prices and lower wages due to the increased supply of workers. 

Current Research Trends 

The recent literature has included an abundance of studies valuing unique site­

specific amenities. These include hazardous waste sites (Michaels and Smith 1990; Kolhase 

1991; Kie1 1995), incinerators (Kiel and McClain 1995), hog farm odor (Palmquist, Roka and 

Vukina 1997), Kentucky horse farm land (Ready, Berger, and Blomquist 1997), San 

Francisco earthquake risk (Beron et. al. 1997), and shoreline erosion (Kriesel, Randall and 

Lichtkoppler 1993; van de Verg and Lent 1994; Pompe and Rinehart 1995). 

Also receiving attention is joint estimation of the marginal willingness to pay for an 

amenity change (Ready, Berger, and Blomquist 1997; Blomquist, Berger, and Hoehn 1988). 

Rosen (1979) and Roback (1982) suggested that both property value and wage markets are 

relevant with respect to amenity change, hence the effects should be estimated jointly (see 

the multimarket approach theory discussion in the section above). One important application 

has been measuring the quality oflife: QOLj = Lj (8WTP/8aj)aji for amenities j at site i. Due 

to the shortcomings ofjoint estimation (see Critique section), Smith (1997) suggests a QOL 

index based on Hicksian compensated variation, i.e. the difference in expenditures necessary 

to achieve a fixed initial level of utility before and after a change in an amenity (Diewert 

1993). 

Smith (1997), also in response to joint estimation, suggests that there may be other ­
ways households adjust to disamenities and these could also be valued. For example, Clark 

and Kahn (1989) include regional recreational resources as sources of compensating 

differentials. 
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Critique 

a.	 Measures only use values. Hence, all the good's value may not be captured. 

b.	 While direct and effective at valuing marginal changes in amenity levels, the technique 

cannot value discrete changes because it is unable to distinguish individual preferences, 

i.e. the concavity of preferences. Two individuals who choose to locate at the same place 

may not have the same value for an amenity change, but the method has no way of 

recognizing this. Hence, for large changes in the characteristic valued, individuals may 

have vastly different values, yet the hedonic method will only produce the one marginal 

value. Non-marginal changes may shift the equilibrium hedonic price function. Exact 

welfare measurement ofdiscrete changes requires estimation of an environmental quality 

bid function as well as predicting the change in the hedonic price function (Palmquist 

1991, Bartik 1987, Epple 1987). HP can only measure welfare for externalities that 

effect the market equilibrium (Palmquist 1992). 

c.	 Amenities to be valued commonly must be proxied and the proxies may not represent the 

amenity for all individuals the way the researcher intended. 

d.	 Of course there are estimation issues such as functional form (Cropper, Deck, McConnell 

1988) and multicollinearity and outliers (Belsely, Kuh, and Welsh 1980; Gilley and Pace 

1995). Belsely, Kuh, and Welsh have developed a procedure for selecting collinear 

variables, while Gilley and Pace suggest a Bayesian estimator which uses prior 

submarket information to construct bounds and produce more efficient estimates and 

better out-of-sample forecasts. 

e.	 On a positive note, HP is, for the most part, free of assumptions about preferences (Rosen 

1974). 

f.	 However, noone has been able to estimate the WTP function as a second stage model 

from the hedonic price function (Smith 1997). All original attempts run into 

identification problems. In addition, the data is inadequate for linking marginal WTP to 

the socio-economic characteristics of home buyers. 

g.	 There are a few problems with the multimarket approach (Smith 1997). First, location ­
and job are assumed to change simultaneously which is not always the case (Graves and 

Waldman 1991). Second, housing and wage data need to be comparable across 
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geographic regions; however, submarkets may prevent such comparisons since the
 

submarkets will be determining the value of amenities and not the assumed larger market.
 

Lastly, these models are more difficult to estimate.
 

h.	 Embedding may also be problem. For example, property values may overestimate WTP 

for a amenity change at a single site when there are multiple sites influencing property 

value in the area. Likewise, high moving costs may preclude moving though property 

values do not, hence property values understate WTP (Schulze et. al. 1995). 

1.	 In the case of risk, WTP to reduce risk is not equal to WTA to increase risk (see the 

article "Prospect Theory" by Kahneman and Tversky, 1979). Also, individuals tend to 

overweight low probabilities, which leads to an overvaluing of expected losses (Viscusi's 

1993 summary of the value of life research reports that individuals overestimate low 

probabilities and underestimate high probabilities). 

Some Results: 

a.	 Values depend on distance from amenity source (Palmquist, Roka, and Vukina 1997). 

b.	 The existing level of the amenity influences the values for a change in the amenity 

(Palmquist, Roka, and Vukina 1997). 

c.	 Smith and Huang (1993,1995) confirmed a significant negative relationship between air 

pollution and property values. 

d.	 Schulze et. al. 's (1995) study of Superfund sites found that the public distrusted scientists 

and believed that they underestimated risks. 

e.	 For wage hedonic models, union status has been shown to be an important factor because 

union workers tend to be better informed, hence union wages have been found to 

statistically reflect risk levels (cite) 

Example Applications 

Automobile price hedonic pricing: Goodman (1983) 

-Food price hedonic pricing: Shi and Price (1998) - value food characteristics ... 

Wage hedonic pricing: Viscusi (1993) - review of value of life literature 
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Property value hedonic pricing: Garrod and Willis (1992a, 1992b) - woodlands and 

countryside amenities; Palmquist, Ruka, and Vukina (1997) - hog fanns; Beron et. al. 

(1997) - earthquake risk; Brookshire et. al. (1982), Smith and Huang (1993,1995) - air 

quality. 

Multimarket (Property value and Wage) hedonic pricing: Blomquist, Berger, and Hoehn 

(1988); Ready, Berger, Blomquist (1997) - Kentucky horse fann land 

Robustness of estimates: Cropper, Deck, and McConnell (1988); Atkinson and Crocker 

(1987); Graves et al. (1988) 

Studies with both CV and HP: Brookshire et. al. (1982), Ready, Berger, and Blomquist 

(1997) 

Additional Reading 

Cropper, M.L. and W.E. Oates (1992), "Environmental Economics: A Survey", Journal of Economic Literature 
XXX (June): 675-740. 

Freeman, A.M. III (1993), The Measurement of Environmental and Resource Values. Resources for the Future, 
Washington, D.C., Chapter 11-12. 

Smith, V.K. (1997), "Pricing what is priceless: a status repon on non-market valuation of environmental 
resources", in H. Folmer and T. Tietenberg (eds.), The International Yearbook of Environmental and 
Resource Economics: 1997/98. Williston, VT: American International Distribution Corp. 
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