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Abstract

The variance of price changes for soybean futures contracts is
analyzed using recent developments in econometric modeling. The
econometric methodology starts with a comprehensive model and uses a
systematic approach to simplify the specification. The empirical results
suggest that both the characteristics of the flow of new information into
the market and the structure of the market are important factors
influencing changes in the variance. It is difficult to appraise the value
of the econometric procedures, but the final results appear to be
relatively more robust than if a traditional, ad hoc approach to modeling

had been used.
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Variability in Soybean Futures Prices:
Economic and Econometric Issues

"To make sense of model design as a positive tool, it is essential
to distinguish very clearly between two aspects of the modelling
process, namely, the context of discovery and the context of
justification. In the former, it is accepted that we do not know
the truth and are trying to construct a useful model that helps us
understand the gestalt of existing evidence. ... In the context of
justification, however, attention is concentrated on critical
evaluation, and the claimed model is subjected to searching
examination to locate its strengths and weaknesses; . . ."
-Hendry, p. 37

Most studies of price behavior have focused on changes in levels or
means of prices, while ignoring the variance of prices. Only recently have
analysts come to understand that measures of volatility, such as the
variance of price changes, shift over time in systematic ways. This paper
is about the specification and evaluation of models designed to explain
price volatility. Understanding the behavior of the variance of price
changes for futures contracts is of interest to a variety of decision-
makers, including exchange committee members who set margins on
futures contracts, market participants who trade options and futures
contracts, and regulators.

Two distinct threads exist in the literature on price volatility of
futures. One focuses on how volatility is influenced by "state variables,"
such as the time-to-maturity or seasonal components of information
flows (e.g., Anderson and Danthine). The other thread of work on price
volatility emphasizes the effects of market structure measures, such as

the ratio of speculators to hedgers (e.g., Peck). A need exists, however, to
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weave these two threads together in a more unified framework. Thus, a
primary objective of this paper is to specify a model of the variance of
changes in futures prices which includes both state and market
structure variables.

While the principal thrust of the paper is concerned with economic
issues, a second objective focuses on econometrics issues. The
robustness of empirical results has been questioned (e.g., Leamer), and it
has become increasingly obvious that models with seemingly "healthy" t-
ratios, RZs, and Durbin-Watson statistics nonetheless may be
misspecified (e.g., Spanos 1990). Given the sensitivity of empirical
results to changes in specification and sample period, reliance on
common statistical measures to guide empirical work belies the
considerable difficulty of obtaining precise and consistent results.
Previous studies of the changes in the variance of futures prices are
vulnerable to this criticism.

This paper uses the prices of soybean futures prices as a case
study to explore the economic and econometric issues raised above. A
general model is specified, following the principles of Hendry and
Richard, and a battery of specification error tests is used to judge the
performance of the resulting model. The general model is built using an
integrated framework which considers both market structure and
information flow effects. Efforts are also made to correctly represent the
dynamic structure in the model.

Having started with a relatively complete model, the final model,
which passes most of the specification error tests, produces qualitatively
similar results to those obtained in the initial model, which passed only a

few of the specification tests. In addition, changes to the model resulted
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only in modest improvements in t-ratios and stability of coefficients.
Thus, in this particular case, researchers would not have been grossly
misled by considering only standard econometric measures of goodness
of fit.

The paper is organized as follows. Following a brief review of
previous work, the general model is presented, including subsections on
three groupings of variables: market structure, flow and certainty , and
current economic information and interaction. In the next two sections,
modeling procedures are discussed and results are presented. The

summary and conclusions are included in a final section.

Previous Work

Early studies of price volatility of futures (Rutledge, Miller)
investigated the time-to-maturity effects, labeled the "Samuelson effect"
because Samuelson suggested that the variance of prices should increase
as contract maturity approaches. More recently, Anderson and Danthine
have argued that the time-to-maturity effects are really a special case of
what they call the "state variable hypothesis." This hypothesis suggests
that the ex ante variance of futures prices depends on the pattern of
demand and supply uncertainties, which are resolved with the passage of
time. In addition, Kenyon et al. make a distinction between economic
variables, such as current production levels, and the state variables. In
general, they found that both types of variables influenced price
volatilities.

Research focusing on Samuelson or state variable effects has
assumed that futures markets are competitive. However, other

researchers have responded to concerns that "excess speculation" might
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increase volatility in futures markets. For example, Peck explored the
impact of changes in the level of speculation on wheat, corn, and
soybean prices. Her results indicate that in the 1964-78 period,
speculation and price variability are inversely related. Accordingly, Peck
concluded that allegations of too much speculation were unfounded, and
in fact that speculation was inadequate relative to hedging activity, which
had strained the liquidity of the markets and increased price variability.
In another study of market structure influences, Brorsen and Irwin failed
to find support for another popular hypothesis that the growth in volume

attributed to futures pools (funds) increases price variability.

The General Model

Despite the fact that earlier studies found no evidence that
increased speculation increases futures price volatility, Peck's paper
suggests that structure of the market can influence the behavior of
futures prices. In addition, as speed and volume of information flows
increase with improved communication technology, there is concern over
how such flows affect price movement. Thus, the model of price volatility
in this paper includes explanatory variables to represent three
conceptual categories: flow of information and certainty about this
information, current economic information, and market structure.

Price behavior in futures markets depends on the entry of new
information into the market and on how the market responds to this
information. Truly new information enters randomly; otherwise, it would
be predictable and prices would have anticipated the effects of the
predictable component. Nonetheless, new information can have seasonal

and trend components. For example, precipitation amounts and




frequency can be seasonal, but the amount and timing of an individual
storm are unpredictable until shortly before its occurrence.

Market structure and current levels of supply and demand provide
the economic environment in which prices adjust to new information.
Specifically, the importance of hedging use relative to speculation, the
liquidity of the market, and the degree of market concentration may
affect price adjustments. In addition, price adjustments may be larger or
smaller depending on whether current inventories are small or large
relative to current demand. Thus, there is good reason to believe that
interaction effects may exist between the introduction of new information
and the current level of supply and demand.

To study these general concepts empirically, the November and
March soybean futures contracts were selected for analysis. Soybean
prices typically have been above government support levels and appear
to have had varying levels of volatility through time. The November and
March contracts are characterized by large trading volume and represent
two different parts of the marketing year. 1 For the analysis reported in
this paper, the dependent variable is the variance of daily changes of the
logarithms of prices, estimated by month. The following subsections
discuss the explanatory variables.2 The specific definitions and units of
measure for the variables are given in Table 1 for the 1976-1986 sample

period.

Market Structure variables
Three variables in the model reflect various facets of market
structure: a speculative index, a measure of scalping (reflecting

liquidity), and a measure of market concentration. The speculative
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index, originally developed by Working (see Peck), is intended to measure
the adequacy of speculation as an offset to hedging.3 Peck hypothesized
that the speculative index would be inversely related to price volatility. A
large index implies that speculation is large relative to short hedging use,
presumably providing hedgers with a large quantity of speculation on the
opposite side of their trades. However, other observers think that
speculation can be too large relative to hedging use. Thus, the expected
sign of this variable is unclear.

The speculative index variable reflects the position trading of
speculators, and consideration must also be given to scalping activity, in
which traders enter and exit the market often but do not have open
positions at the end of a trading day. Unfortunately, data are not
available on the level of scalping in a market. In the absence of a better
variable, the ratio of daily volume to open interest in a given contract
month is computed and then averaged for the month as a proxy for
scalping activity.4 Students of futures markets typically expect that the
increased liquidity provided by scalpers is associated with reduced price
variability, although Peck obtained a positive relationship.

The model also contains variables representing market
concentration. While the speculative index and the proxy for the
scalping variable focus specifically on speculative influences, the
concentration variables are intended to reflect the presence of large
positions relative to total open interest, regardless of whether they are
hedging or speculative positions. As Paul has pointed out, large hedgers
may have more opportunities than large speculators to influence price
behavior. The concentration measures are defined as the percent of total

open interest in all soybean contracts held by the four largest traders in




long and short positions respectively, as reported by the Commodity
Futures Trading Commission. Although there is little theory or empirical
evidence to suggest how market concentration affects the variance of
prices, a popular presumption is that as large players wield their
influence, price volatility increases. Thus, one might expect large

concentration ratios to be associated with large variances.

Flow and Ceitainty of Information Variables

There are several components to the flow and certainty of
information effects in the soybean market. If the Samuelson effect holds,
then ceteris paribus, volatility should increase as the time-to-maturity
decreases® because the amount of information, which affects price,
increases as contract expiration approaches. For example, if maturity
were five years distant, little or no new, influential information would be
available from day to day. On the other hand, if maturity were five
months distant, new information available each day would influence
prices. By analogy, Samuelson argued that as contract maturity
approaches, the amount of information about that maturity month
increases. However, in practice, trading in commodity futures contracts
only begins when prices are variable and nearby and more distant
contracts for the grains are closely linked through inventories. Thus, it
is unclear whether a measurable "Samuelson effect” can be found.

Clearly the uncertainty about soybean production has a seasonal
component. The hypothesis is that price variability is largest during the
growing season and declines as crop prospects become more certain.

Harmonic variables are used to reflect seasonality because potentially a
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smooth seasonal can be well represented with less than 11 variables.
The choice of sine and cosine variables is made on an empirical basis.B
A price level variable, computed as the average of daily closing
prices for each month, is also included. Since prices are influenced by
changes in expected economic conditions, they help measure information
flow effects. In addition, the lagged dependent variable is used as an
independent variable, which is analogous to an ARCH effect (Engle). As
explained below, a systematic procedure was used to derive the lag

structure of the model.

Current Economic Situation and Interaction Variables

Three measures of supply and use are included to measure the
current economic context: annual total supply (production plus carry-
in), monthly disappearance, and mill stocks at the beginning of the
month. Thus, use is measured relative to stocks currently in the hands
of soybean crushers and relative to the initial total supply for the crop
year (Table 1).

Interaction terms are included in the models. Information about
expected supply and demand becomes available throughout the seasonal
cycle and the extent of its impact on prices is conditioned by the size of
current supplies. The interaction variables are defined as the products
of various supply-type variables with seasonality and time-to-maturity
variables. Specific definitions are given in Table 1.

Thus, the economic questions examined by this paper include (1)
whether or not the variables included are important influences on
futures price variability, (2) whether or not significant interactions exist

between categories of information-type variables, and finally, (3) whether
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or not gains can be obtained by using an inclusive framework as a basis

for analysis.

Procedures

The model specification approach is based on the philosophy of
Hendry and his colleagues (e.g., Hendry and Richard; McAleer, et al.;
Hendry). The procedure consists of a systematic search for a well
specified mcdel, starting from a mndel which includes (hopefully) all
potentially important variables, including a complete specification of the
lag structure. Then the model is simplified (Hendry and Richard), using
a battery of diagnostic tests as a quality control device (e.g., McAleer, et
al. p. 299). The intent is to obtain a model that is consistent with theory
and the data generating process. The final model is expected to have
relatively stable parameter estimates and to encompass alternative
models.

The procedure was initially applied to a single equation for the
November contract. Then the March equation was fitted, and the two
equations were combined into a seemingly unrelated regression (SUR)
model. Space limitations do not permit discussion of all details of all
models, but we highlight major points.

The single equations are estimated by ordinary least squares, a
feasible generalized least squares estimator, and a nonlinear least
squares estimator. The latter two estimators are used because common
factor tests suggest that a second-order autocorrelation specification for
the error terms is appropriate. The nonlinear least squares estimator
has the practical virtue that the common factor restrictions are imposed

directly on the model. Then the error terms in each equation have the
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"classical” properties, and the two equations can be fitted as a seemingly
unrelated regression system. As it turns out, the feasible GLS and the
nonlinear LS estimates of the single equations are almost identical, and
only the results from using GLS are reported.7

The following subsections emphasize decision-making about model
specification, reserving the detailed discussion of the economic content of
the empirical findings for the next section. The narration begins with the
single equation estimation of the November model and ends with the

system estimation of the November and March contracts.

November Model

A model for the November delivery month was considered first, and
an attempt was made to specify a general model both in terms of
conceptual components and dynamics. The initial specification included
four lags for every variable except the time-to-maturity, seasonal, and
interaction variables. Then, following McAleer et al. nested tests were
used to identify possible common factors in the lag structure, which was
eventually reduced to a model with a one period lag in the regressors and
second-order autocorrelation in the residuals.® In addition, at this
stage several alternative definitions of particular concepts were explored,
and the seasonal and interaction specifications were simplified based on
statistical tests. A "final" result for this equation is reported as model N1
in the first column of Table 2.

In general, the model seems to perform well, given the reasonable
R2 and large t-ratios for variables in each of the major classes of
variables. In many cases, the signs of coefficients are consistent with

expectations, but there are some seemingly illogical results as well. For
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example, the inverse of current mill stocks has a negative sign, implying
that larger inventories are associated with larger variability. Other
variables expected to be important, such as the disappearance variable,
have relatively low t-values. The economic content of the model is
revisited in the next section.

Despite the believable and seemingly usable results from this
model, the outcome of the specification testing is discouraging. The test
results reported in Table 3 show that Model N1 passes only the
autocorrelation test and the trend version of the specification error test.
It fails the linearity, normality and heteroscedasticity tests. In addition
to the tests presented, the stability of the coefficients was examined,
using a recursive estimation procedure9 and the coefficients for many of
the variables changed substantially in the 1978-1983 period. In a
number of instances (including the time-to-maturity variable), the
coefficients change from negative to positive. (For more detail, see
Streeter and Tomek.) Model N1 clearly fails the tests of adequacy, which
raises doubts about whether other empirical models reported in the
literature could .pass similar tests.

Further work was done to improve the performance of the model.
First, partial-regression leverage regression plots revealed July 1977 as a
significant outlier. 10 Hence, revised models have the relevant data point
dummied out.1! Second, possible nonlinearities in the regressors were
considered, and the square of the time-to-maturity variable was added.
Based on small t-ratios, the seasonal structure and interaction terms
were simplified, and several lag terms were dropped. Results for the
revised model (Model N2) are reported in column 2 of Table 2. The

results of the specification tests for the N2 (Table 3) show a considerable
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improvement, as the model passes all but one of the heteroscedasticity

tests.

March Contract

The November specification was imposed on the March soybean
data (with appropriate adjustments for contract-specific variables) and
the results are reported in the third column of Table 2 (Model M1). For
some variables, such as those in the category of economic impacts, the
November and March models perform in a similar way, but there are
some important differences. For example, the flow of information
variables are less powerful in explaining price variability in the March
contract than they are in the November contract.

Turning to specification considerations, the standard econometric
results are reasonable, although the adjusted R? is somewhat lower for
March than for November. The specification tests, as reported in Table
3, indicate some problems with linearity and heteroscedasticity.

In light of the results for the M1 model, an additional model was
specified based on a simpler interaction structure. The resulting model
(Model M2) is displayed in the fourth column of Table 2. In general,
modest gains were made over the previous specification. The linearity
test statistic moved below the critical value (Table 3); t-values were
generally improved; and the results are closer to those reported for the
November contract.

An example of an improvement achieved by modifying the March
model specification is the impact of the seasonality variables. The
seasonal effects for Models N2, M1 and M2 are shown in Figure 1.

Before the modifications, the M1 seasonal structure differed somewhat
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from the November contract, especially in the early part of the year, but
with the model revision, the seasonal effect is similar in the two models.
Coefficient stability is an important concern. The original

specification of the November model resulted in coefficients that are
unstable over the sample period. The recursive coefficient plots for both
contract months for key variables are displayed in Figure 2. The overall
picture is positive, as the sign of each coefficient is unchanged and the
coefficient values stabilize at the end of the sample period tc the values

reported in this paper. 12

System Estimation, a Seemingly Unrelated Regression Model

The single equation estimates reported for the March and
November contracts produced models that have reasonable economic
results in terms of economic logic. However, the single equation
estimation procedure ignores the likely relationship between the error
terms of the two equations, and since some regressors are different, the
SUR estimator should provide statistically more efficient estimates. The
t-values should increase and the overall performance of the models
should improve. 13

The SUR results are reported in Table 4. 14 In terms of
econometric performance, the outcome can be characterized as mixed.
The t-ratios did not increase uniformly, although they were sharpened
for some important variables (TIME11, SPINDEX, AVMO11, AVMOO03).
In general the coefficient values were similar to the single equation
estimates. Finally, the autocorrelation of residuals appears not to be

very significant, as the t-values on the AR terms are less than 2.
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To summarize, the procedures followed for evolving the model from
a single equation to a system resulted in improvements from an
econometric standpoint. The process produced a model which performed
well on most of the tests of specification error, and can be considered

more robust that the initial model.

Results
The flow of information effects are examined first. The seasonal
effects, when examined on a net basis, 1 are consistent across all
models; as expected, prices are more volatile during the growing season.
In addition, the lagged dependent variable is consistently important, with
a coefficient of about 0.4. Apparently, distributed lag effects exist in the
response of monthly changes in the variance. As expected, the higher
the average price, the higher the volatility, other factors constant.
Interactions between the seasonal variables and the quantity variables
were less important than expected.
The partial derivative of volatility with respect to TIMEii can be
used to evaluate the marginal impact of time-to-maturity:
dLOGDIFii/ot = bj + 2bgt + bgAVMOii + by SUPTOT
where: t = TIMEii
by is coefficient on TIMEii
bs is coefficient on TIMEii2
bs is coefficient on TIMEii x AVMOii
by is coefficient on TIMEii x SUPTOT
If the Samuelson effect holds, the sign of 2bgt (the slope of the equation)
should be negative, indicating that as t grows smaller (approaches
maturity), volatility is larger. For all the models which contain the

squared term, bg is indeed negative, lending support to the Samuelson

hypothesis. However, the magnitudes of the estimated by's vary
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considerably, and the results for the shifters, bg and by, also vary.
Although a priori expectations were that large supplies would dampen
the time-to-maturity effects, this is supported only in the initial March
model (M1), while for all other models, total supply shifted the effects of
time-to-maturity downward. In addition, for most models, the average
monthly price is a downward shifter, indicating that at higher price levels
the time-to-maturity effects on volatility are muted. These puzzling
results may be caused hy problems in measurement of variables, an
issue to be discussed further.

In the market structure category, the results are fairly consistent
across all models. The positive impact of the concentration variables on
volatility coincides with expectations, although the concentration of short
traders is far more important than of long traders. The speculative index
is a significant negative influence on variability, confirming previous
studies which show that high levels of speculation were not associated
with increased volatility. Finally, while expectations were that a high
degree of liquidity provided by large scalping activity reduces volatility,
the scalping variable is positively associated with the dependent variable.
Although the sign is the same as in Peck's paper, it is an unexpected
result and simply may mean that the measure of scalping is a poor proxy
for the concept.16

The findings on variables representing economic information did
not differ substantially across models. The supply and demand variables
(total supply, mill stocks, and inventory) perform poorly, either having no
effect or having illogical signs. The average price level is positively
related to variability, and since price can be viewed as aggregating all

market information, it may make the other economic variables




16

redundant. Unfortunately it is difficult to disaggregate the effects of
expectations and the economic context into which new information is
introduced.

Finally, the coefficient for dummy variable representing the data
point July 1977 is positive with a large t-ratio. This finding is consistent
across all models.

A major challenge for future work is to find better proxies for the
economic variables. In particular, proxies which vary on a monthly basis

are highly desirable.

Conclusions and Implications

The companion goals of the paper are to specify a general, unified
model for price variability of soybean futures and to use recent literature
in econometrics to conduct a systematic search for a well specified
model. Consequently, the results have implications not only for the
economic issues of interest, but also for the on-going debates about
model-building philosophies.

The results of the study support the value of a unified framework
in which the influence of both information flows and market structure
considerations are incorporated. In this regard, the model provides
evidence on the following points: (1) the Samuelson effect exists in the
soybean markets but depends in part on interactions with information
variables; (2) seasonality is an important influence with the variance
largest in the summer months, and important interactions exist between
seasonal variables and other information flows; (3) speculators do not
dominate hedgers in a way that creates additional price volatility and

indeed when speculation is large relative to hedging, the variance is
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smaller; (4) the effects of activity by larger traders (especially on the short
side) do increase volatility, (6) a clear distributed lag effect exists in the
models, and (7) large supplies perhaps reduce variability.

The value of starting with a large model and seeking a more
parsimonious one by the use of a battery of specification tests is more
difficult to appraise. We have demonstrated that initial results, which
have reasonable conventional test statistics, can have highly unstable
coefficients and that it is possible to modify the model to obtain more
stable coefficients, at least for the given sample period. Nonetheless,
only the passage of time will tell whether the results obtained by this
procedure are robust in the face of new data points. One encouraging
result is that the qualitative nature of the economic interpretation
changes relatively little over the alternative models, when one starts with
a model which encompasses a number of special cases. A discouraging
result, however, is that the magnitudes of certain coefficients differ
considerably over alternative models. For example, the coefficient of the
time-to-maturity ranges from -.38 to .59. 17 In Leamer's terms, some
coefficient estimates are fragile.

We suspect, but cannot show authoritatively, that if we had started
with a simple model and tried to build to a more complex model, the
results would have been econometrically poorer than those obtained.

For comparison purposes, we did fit a model analogous to the one used
by Peck, which contains only market structure variables. Even though
the qualitative results, such as a negative sign on the speculation
variable and a positive sign on the scalping variable, were similar in both

models, 18 the Peck model failed nearly all specification tests. Clearly
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our model encompasses such earlier models, and in this sense
represents an improvement.

An important problem in studies of futures prices is potential
errors in measuring the explanatory variables. The flow of information
into the market is represented by imperfect proxies like time-to-maturity
trends and seasonal variables and the structure of the market, which
influences the response to new information, is probably not well
measured by available data. This paper has emphasized modeling in the
context of the imperfect data which are available, and while we probably
have not exhausted the alternative models, further progress may be
limited by existing data.

Clearly obtaining useful empirical econometric models is proving to
be difficult in many areas of study and appears to be particularly difficult
for models of price volatility. Nonetheless, the results in this paper
suggest that some useful insights can be obtained into the factors
affecting the variance. The next steps in research include extending the
analysis to other markets, to updated data sets, and, if available, to

better data.
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Endnotes
1The time series used in this research are based on the twelve months
which run from the prior year's maturity month through the month just
prior to maturity. Thus, maturity month observations are ignored, as are
observations more than 12 months before maturity. This is justified by
the relative thinness of trading in distant months and by possible
aberrant observations that sometime occur at expiration. The entire

sample consists of 11 years of such data.

2Peck and Brorsen and Irwin use measures of variability which are
based on the daily range of prices. Accordingly, this study also
considered an alternate model, in which the dependent variable was the
monthly average of the daily price range, measured from the daily high to
the daily low. As results were similar, only the variance model is

presented in this paper. For more detail, see Streeter and Tomek.

3 For the precise formula, see footnote d, Table 1. The components of
the index are taken from monthly Commitment of Traders data
published by the Commodity Futures Commission. For details on how
the authors resolved various problems arising from this data source, see

Streeter and Tomek.
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4This is a slight variation on the procedure followed by Peck, who
computed the scalping variable by averaging daily volume during the
month and dividing by the open interest observed at the end of the
month. We also explored using a variable that aggregated the volume
and open interest components for all contract months, but the variable

did not perform well and was dropped.

5Time-to-maturity is measured as the number of months left to contract

expiration.

6A full specification of the seasonal effect would make the dependent
variable a function of the sum of six sine and six cosine variables (Doran
and Quilky). However, one of the variables must be dropped in a linear
model to avoid perfect collinearity. It is anticipated that four or five such

variables can adequately represent the seasonal pattern.

7The estimators were implemented using Micro TSP, and the close
agreement of the GLS and nonlinear LS results imply that the

computations are accurate.

8The intermediate model had third-order autocorrelation, but the third-
order autocorrelation coefficient typically had a small t ratios, see

Streeter and Tomek.

9The coefficients are estimated recursively starting with degrees of

freedom equal to the number of independent variables, and adding one
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row of data at a time. The update procedure outlined in Harvey (pp. 54-
56) is used. Belsely et al argue that degrees of freedom should be such
that K/T > .4 (p. 17), where K is the number of parameters and T is the

number of observations, so that no individual observation is too

influential.

10Based on articles appearing in the Wall Street Journal during the
month of July, 1977, one explanation for the high levels of volatility is
that the market was very vulnerable to weather scares. Prices rose in
early 1977 as useage was high and carry-in from the previous year had
been at record low levels. However, in late April optimism began to erode
as it became clear harvested acreage would be higher than the previous
year. Between April and July, prices fell by about 40%. On the one
hand, a record high crop could quickly cancel out the effects of strong
demand. On the other hand, given very low carry-in and brisk demand,
any weather damage could easily lead to a bull market. Weather patterns
in July of 1977 were sporadic, which may have led to unusually large

fluctuations in price.

11Before resorting to the dummy variable, the suspect data point was
reviewed to eliminate the possibility of a computational error. Creating a
zero-one variable in which only one observations equals one is equivalent
to deleting that data point. However, it has the advantage of retaining a
continuous data set and providing a measure of the importance of the
observation through the size of the t-ratio on the coefficient of the

dummy variable.
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12The final ending value on the plot may differ slightly from the
coefficient values reported in Table 2, because the recursive estimation

procedure does not allow for AR terms.

13The motivation for using an SUR framework comes from the belief that
there is high correlation between the residuals of the two equations.
However, the gains to be made depend in part on how many common
regressors are used in the equations within the systen.. For example, if
the regressors are identical, no benefit exists. Therefore, since the
equations in this model share many regressors, only modest gains can be

expected.

14The AR(2) structure is taken into account by imposing these common
factor restrictions on the two equations and estimating the system in a

nonlinear least squares framework.

15 For interaction terms including seasonal variables, the other variables

are evaluated at their means.

16Specifically, volume of trading may be large relative to open interest
precisely because prices are variable, and their large volume may or may

not represent larger amounts of scalping.

17The range in coefficient estimates includes models from the early
stages (e.g., the model with no lags, estimated with Ordinary Least

Squares) of the specification procedures, as well as models presented in
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this paper. The coefficient's stability over the sample period is improved

in the final model relative to earlier models.

18peck's model, which used changes in the daily range of prices to

measure price volatility, produced similar qualitative results.




Figure 1.

Net Seasonal Effects For Yarious Models
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Figure 2. Recursive Coefficlent Estimates for
Selected Varlables (1978-1986)
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Table 2. Estimated Variance of Price Change Equations,
Soybean Futures, Using GLS

_

November Contract March_Contract
Model N1 Model N2 Model M1 Model M2

Flow of Information Variables

1. LOGDIFii(-1)P .56 .47 .49 40
(5.98)C (7.43) (5.21) (3.88)

2. TIMEiid -.43 .57 .52 .56
(-2.05) (1.69) (1.38) (1.42)

3 TIMEii2 --- -.C7 -.01 -.04
--- (-2.92) (-.55) (-1.70)

4. COS1 -.47 .78 -1.12 -1.26
(-1.99) (2.16) (-3.00) (-2.90)

5. COS2 2.53 2.18 .87 1.11
(4.02) [3 38] (1.02) (2 23)

6. SIN2 -.12 ---

(-.22) --- --- ---

7. SIN3 -2.44 -1.76 -9 -.44
(-3.25) (-2.37) (1.00) (-2.79)

8. SIN4 31 31 .57 .48
(1.56) (2.45) (4.00) (3.42)

9. AVMOQiIii .96 1.24 1.18 .88
(3.96) (6.09) (3.96) (3.65)

10. AVMOii(-1) -72 -.87 -.81 -.72
(-3.38) (-4.87) (-3.48) (-3.10)

Interaction Terms

11. COS1xINVMILL.  --- 2.99
(1.02)
12. COS2xINVMILL  -7.16 -7.79 -10 -8.46
(-2.92) (-3.17) (-3.09) (-2.41)
13. COS2xSUPTOT  -.0007 -.0004 .0003 ---
(-2.42) (-1.25) (.76)
14. SIN2xAVMOii .06
(.75)
15. SIN3xSUPTOT  .001 .001 .0002
(3. 05) (1.96) (.57)
16 SIN4xLOGDIFii
(1. 3) --- ---
17 TIMEiixAVMOii  -.02 -.03 -.03
(-.92) (-1.91) (-1.22)
18. TIMEiixSUPTOT  .0003 .0002 -.0001

(3.51) (3.25) (-1.51)




Table 2 Continued

Market Structure Variables

19.
20.
21.
22.

23.

Economic Variables
24,
25.

26

27.
28.
29.

SPINDEX
SCALPii
SCALPii(-1)
LONG4

SHORT4

SUPTOT
SUPTOT(-1)
INVMILL
INVMILL(-1)
TOTDIS
TOTDIS(-1)

Other Variables

30.
31.

32.

33

34.

Constant

Dummy
(1977.07=1,

otherwise 0)
AR(1)

AR(2)

AR(3)

-.71
(-1.38)
2.74
(3.96)
-1.05
(-1.58)
.03
(1.89)
.03
(2.27)

-.001
(-.55)
-.001
(-.8)
-10.89
(-4.62)
3.27
(1.87)

(-.32)
-.11
(-1.97)

5.34
(2.79)

-.40
(-2.91)

(-.45)
-.12
(-1.97)

-.89
(-2.03)
2.27
(5.17)

.04
(2.62)

(2 33)

(0)
-.001
(-1.09)
-10.3
(-4.53)
4.47
(2.41)
-.07
(-1.56)

(172)

2.19
(1.31)

4.44
(5.52)

-.35
(-3.01)

(147)

-.68
(-1.16)
2.71
(1.84)

.009
(.47)

(1 54)

.001
(.9)
-.0003
(-.26)
-11.46
(-4.50)
4.84
(2.45)
-.67
(-1.14)

(153)

(-.21)
4.36
(4.40)

-.15
[104)

(- 84)

-.63
(-1.00)
3.71
[2 51)

.004
(.18)
.03
(1.21)

1.83
(1.31)
4.55
(4.80)




Table 2 Continued

Adjusted R2 .75 .81 .70 .70
DW 2.0 2.0 2 2
N=133 (1975.12-

1986.12)

a The designation of ii indicates the appropriate contract month, that is

either 11 or 03.
b One month lag designated by (-1).
C. Ratio of coefficient to its standard dcviation.




Table 3. Specification Tests,@ November and March Equations

November March Critical

Test for N1 N2 M1 M2  Values
1 Specification Error

a. Linearity 19 1.22 3.19 3.06 3.09

b. Trend 1.18 3.82 2.36 2.26 3.09
2. Normality 35 .8 .96 5.72 5.99
3. Heteroscedasticity

a. Breusch-Pagan test 56 65 53.2 53 22.4

b. Arch-Type test 12 3.99 1.33 1.33 9.49
4. Autocorrelation

a Pl .04 -.06 -.63 -.25 1.98

b. P2 .02 -.37 -.74 -.38 1.98
a. All but one of the tests used in the study are described in Spanos

(1986). The linearity version of the specification error test (p.460)
used the squared and cubed residuals in the auxiliary regression of
a Lagrange multiplier-type test. Thus, the test can be interpreted
as a test for linearity in the relation between the regressors and the
dependent variable (or more generally as a test for omitted
variables). In addition, another version of the auxiliary regression
was run using a trend variable and its squared and cubed terms.
The test for normality is described on p. 453, the Breusch-Pagan
test for heteroscedasticity on p. 469, and the test for
autocorrelation on p. 542. The ARCH-type test for
heteroscedasticity is described in Engle (p. 1000), and used four
lags of the squared residuals.




Table 4. Seemingly Unrelated Regression Model for Variance of
Price Changes, Soybean Futures

November March
N3 M3
Flow of Information Variables
1. LOGDIFii(-1) .43 41
(6.69) (5.24)
2. TIMEii .59 -.10
(2.64) (-.43)
3. TIMEii2 -.04 -.004
(-2.23) (.206)
4. COSl1 2 -.75
(.81) (-3.09)
5. COS2 1.82 1.64
(4.4) (4.15)
6. SIN3 -.43 -.40
(-1.33) (-2.96)
7. SIN4 .38 .47
(3.37) (3.78)
8. AVMOii .84 .47
(6.89) (3.68)
9. AVMOIii(-1) -.33 -.12
(-2.96) (-.99)
Interaction Terms
10. COSI1xINVMILL --- .99
--- (.08)
11. COS2xINVMILL 0 -10.7
(.35) (-3.86)
12. COS2xSUPTOT -.0001 ---
(-.99) ---
13. SIN3xSUPTOT 0 ---
(.19) ---
14. TIMEiixAVMOii -.03 ---
(-4.31) ---
15. TIMEIiixSUPTOT 0 ---




Table 4 Continued

Market Structure Variables

16. SPINDEX

17. SCALPjj
18. LONG4
19. SHORT4

Economic Variables
20. SUPTOT

21. SUPTOT(-1)
22. INVMILL

23. INVMILL(-1)
24. TOTDIS

25. TOTDIS(-1)

Other Variables

26. CONSTANT

27. DUMMY
(1977.07=1, otherwise 0)
28. AR(1)

29. AR(2)

Adjusted R2
DW
N = 133 (1975.12-1986.12)

-1.38
(-2.54)
1.52
(2.57)
-.001
(-.05)

(2.73)

-.0004
(-.32)
.001
(.71)
-9.94
(4.36)
5.08
(3.03)
-.01
(-2.24)
-.01
(-1.75)

2.95
(2.86)
4.44
(5.12)
-.15
(-1.52)

(-.3)
.66
1.8
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