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INTRODUCTION

Instability in commodity markets raises questicns of magnitude, causes,
consequences, and control. Economic analysis seesks to provida answers to
these questions. Often, it is the need for policy evaluation and guidance
that motivates the empirical asnalysis of instability. 1In U.S5. agriculture,
for example, the instability »roblem is a salient one, as Burnstein peoints out

In a competitive market characterized by relatively
inelastic supply and demand schedules and a low income
elasticity of demand, small guantity changes in agri-
cultural goods induce disproporticnate changes in
price. The recent increase in price fluctuations of
agricultural commodities has provoked a re-examination
of our social tolerance to price instability and has
forced policymakers to consider the social desir-
ability of governmental intervention te reduce price
fluctuations. (p. 13

A prerequisite for policy action is the characterization and measurement of
instability, and the identification of sources and means of control. This
bulletin describes and analyzes a number of empirical techniques which may
ke used to achieve these ends. 1If seeks to identify the limitations and

the strengths of the various techniques, and to act as a guide for selecting

the most appropriate for a particular application,

Tne bulleid

lletin is 71 tons. The first considers single
variable measures of instab e

used to answer such questions as:

- for several commodities, which displays the most instability in price,
reavenue, vield, acreage, or output; and,

- for a single commodity, which of price, revenue, etc. is most unstable.

% Susan OFfutt is an assistant professor in the Department of Agricultural
Feonomics, University of Illineis, Urbcnd, IL 61803, David Blandford is
an associate professor in the Department of Agricul tural Ecconomics, Cornell
University, Lthaca, NY 14833,
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than the prices of manufactures... an impressicn that is confirmed by the
coefficients of variation” {p. 18). He construes this result to provide sup-—
port for a primary commodity price stabilization scheme. As sean below, it is
entirely possible that this conclusion could be significantly altered shouid
another indicator of instability be employved. In another application, Massell
(1970a) argues that deviarions of commodity export sarnings from an exponen-
tial trend should be the basise for measuring their instability. He asserts
that policvmakers ses constant annual percentage growth in earnings as an
acceptable form of earnings' movement through time., However, it could be thac,
say, linear trend gives a better description of the series’ behavior, if hetter
is determined by the reduction of deviations between predicted and actual values.
Since the magnituds of the "instabilicy"” problem is affected by how much of the
variation is assumed to be systematic im origin the choice of trend can be an
important consideration.

Kaudsan and Parnes briefly considered the tradeoffs invelved in the choice
of alternative indicators. They used indices based on logarichmic variance,
exponential trend and a moving average to rank instability in export earnings
for fifty-three countries, The moving average as an indicator of instability
vielded vesults substantially different from the other twe. They stats,

Tf this study were concerned with the absolute level of
instability, the differences...would be disturbing.
What is low.instability under one index is high under
another; clearly, this would cause problems at the
policymaking level. (p. 493

Tn as much as the focus of their study was con explaining relative vather than

asbsolute differences in instability between countries, Knudsen and Parnes con-
cluded that high corrslation of rankings among indices was sufficient for the

purposes of their investigation.

v
=

In this section, & number of single variable measures previously employed
to analyze commodity Instability are discussed, and the degree to which they
provide the same assessment of relative variability is evaluated., The analy~
sis is conducted using acreage, yield, output, price, and revenue data for ten
¥.S. field crops over the period 1930 to 1977 (U

The concept of instabilitv and its measurement

An unambiguous definition of instability would provide the ideal starting
point for the sslection of an appropriate empirical indicator. Urnfortunately,
the concept of instabilicy 1s nebulus because the perception of what consti-
tutes unstable behavior is largely subjective. It is crucially dependent on
who ig evaluating the "instability" and what problems he/she views it to pre~
sent., For example, from a p ducer's perspective cnly downward fluctuations
in commedity prices may be viswed as a problem because of thelr effects on

pro

revenues, wherveas from a consumer 's perspective upward fluctuations may be the
focus of concern because of their sffects on expenditures. From a policy-~
maker's perspective, upward and downward fluctuations in prices resulting from
svstematic changes in such factors as consumer income may he viewed to be
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insta%flity exhibired in each of revenue, vield, output, acreage, and price,
On an intra-~commodity basis, tha five wvarlables {revenus, €Lc.) rar gach of
the Cpﬁﬁ(d i 5 vanked in the same way. In this manver, 15 sets of rank-
ings were obtainad for each indicator.

The main objective of this empirical application was to discover whether
or not the measures provide a consistent assessment of instability. This can
be determined by comparing the rankings cobraiped in each of the two schemes.

As a summarv measure of the degree of agreement, Spearman correlation coeffi-
cients were computed for all relevant pairings. This nonparametric coeffi-
cient provides an index of the degree of similarity betwsen two rankings of the
same list of ifems. Lrs valus ranges from positive unity, indicating complete
agraement, Lo negative unity, irndicating complete disagreement. Averaging the
values of rhe Spearman bDEIFlnlpHL acress rankings (intra- and cross- ~commodity}

ss palrs facilitates a general comparison of behavior among and between
ez (Table 23}.

Tn zensral, the first gr of measures (PR, APC, MA, and CI, see Table 1
v the %ev to abbreviations) agree wsll among zhcn5ﬁ1vea in both rvanking
chemes, with an agvarage Spesrman cosfficient of 0.81 (Table 2). The goeffi-
{ents of wvariation had only a few cases of disagreament among themselves, due
mainly to the differences in treartment of gutliers. However, the agreement
between the first group of measures and the coefficients of wariation was
fairly low, an average corvelation of b,wl by the Spearman coefficient. The
discrepancy seems atcributable fo the influence of trend in z number of data
series. Trend appeared to ontwaigh any other data characteristic when eval-
uvated by the coefficients of wariation. Variables with the strongest trend
were ranksd most unstable by the coefficients. The other measures seemed more
censitive to cutliers and sawtoorh-like data features, so jagged geries were
{dentified as most unstable by them, practically regardless of the preseunce
of trend. Thus, the coefficients of variation identified as most unstable
these dats series with smooth but strong tvend as opposed To nontrending series
with significant negativa serial correlation.
Tadividual measures had some idleosyucratic features which deserve mention.
The PR measure racorded its lowest values for series with fairly constant per-
~centage ctrend, such as vield, and was influenced strongly upward by ocutliers
such as cccurred toward the end of most price serles (during 1973-1974). The
averags percentag: measures moderate the influence of these outliers
and so agre&d pulstch sely with PR for smocther series. Although the wmoving
e and five period lengrths) accounts for trend, it agress
fairly well with the PR and APC measures. The similarity is due to the flexi-
bilitv of this average, which uses subsets of the data in determining trend-
values, such that it influenced more stronglv by cutliers than, say, linear
regra“ ion. Thig sans tivity tn extreme values accounts for its agreement
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trend., Yet, curicusly
e rhapge measures, which do not
(0.92 Spearman wvalue)

agress qulL weli th? the av
account for trend. Furthermore, th
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Table pearman

"

[¢v]

Correlation Coefficients.

First CGroup of
Flrst Group of Measures with
Messures Among / Coefficients of Variation
Themselves = (as a group)
] o
Tntracommedity—
Rariay 75 .52
Corn .78 .68
Cotton .77 .44
Dats A1 -, 15
Rice 97 .75
Rye .79 LG9
Sorghum .94 .35
Soybeans 1 .84
Sugarbests .90 .91
Wheat i L8B4
Average B2 .53
2. C
Intercommodity—
Revenue LB2 07
Output .68 .00
Acreage .89 .03
Yield 27 .51
Price .63 .12
Average .78 15
Global Average .81 LAl
a/ ) ) ;
~ TPercentage range, averazge percenbtage change (3 variants), movIng average
with 3 and 5 period lengths, and the Coppock index {see Table 1 for formulae
b/ ;
= Revenue, output, acresage, vizld, and price were ranked for esch commodity
geparately. In this case a coefficient of 10.90 or higher is signifiecantly
different from zero at the 5% level (two-tailed rest).
f For one vaviath all ten commedities are ranked. In this case a coeffi-

cient of fﬂ 641 or higher
level {tWOmtalled test).

iz gignificantly different from zerc at the 5%



for che cross-commodisy ranking of yisld, the variable that generally dis-
played the wmost trend. That adjustment for trend has no apparvent effect on
the rankings is an anomalous result, T%e sensltivicy of (I to the particular
paricd chosen, peointed out by Knudsen and Parnes, was demonstratad, The
expectations part of the measure, m, depends only on the first and last obser-
vations; changes in the period often had dx ramatic effects on the ranking of

a variable. TFor example, when the 1977 observation was droppad and CI recom—
puted, cotton fell from the third to rhe tenth most unstable in a crogs-commo-

~

dity ranking of output. This ssnsitivity makes CI an unrellable measure.

cefficients of variatinn (in particular the measure CY{8) given in
Table 1) derived from trend lines, rather rhan deviations around the arith-
metic mean. Thered 5 all 50 data series were subjected to both Iinear and

h e
exponential det: ng by least sguares re gre551on. Based on examination of

s L

r'{ (‘ﬂ

the coefficients of multiple correlation (R 's) for these egquations, ”best”

estimates of the coefficient of variation CV(S) were chosen. If both R"s

were less than 0.6, the non—detrended coefficient was selacted; if one or both
were greater than 0.6, the higher of the linear ot axponential was chesen. In
this fashion, a best estimate list of coefficlents af variation was developed.
This list was then comp
o

= zred wirh coefficients from the non-detrendaed data.
The Spearman coefficient batween the two iists was onlv about 0,20, Here
again, the lack of agreement can largely be artributed to the influence of
trend in the mean Thiuge ssries which the non-dstrended coefficient of varia-

e

cion {GV{3)) ihelhified as being wost unstable very afren fell in ranking once
trend was removed, as the systematic change in mean inflated the value of the
non—detrendad cosfiicient

A comparison of the PR, APC, and MA measures with the best estimate
V{S) shows, on the average, little concurrence herween rankings (Table 3).
Note the disparity acrcss commodities and by measures. The lesson appears Lo
he that a judicicus accounting for rrend can produce rankings radically dif-
ferent from those obtainad when trp is ignored. The results of this zppli-
cation should eliminate any remaining skeptleism as Lo the dependence of the
characterization of instability through single variable measures on the choice
of empirical technigue.

Tmplicaticns

As gvidencad a atment of trend is perhaps the paramount con-—
ceptual and empiric 2 asplication of single wariable measures,
Whether or not trendg garded as instability depends on the context
of the analvsis; hoy tiom of *be evyistence of trend shouid always
be made inasmuch as ue s a measure’'s empirical evaluation of data
serias., Commonly, some coefficient of variation is applied to the residuals
of n series net of trend. Residuals from the moving average shiould not be
psed for this purpose because they tend to be seriaily correlated as do those
from differencing.3/ The coefficients provide unbiased estimates of waria-

3/ = - - £ - = S P A
— of using a coefficilent of warlatlon based URpCT
o, Tintner's variate difference method {gee Uffutt)
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Table 3. Spearman Correlation Coefficients: Best Fsrimate CV {8} Rankings
T

Compared to PR, APC, MA and C7 Measures.

PR APCL APC2 APC3 M43 MAS cT
Revenue G.36 ~0.05 0.31 ~0.08 ~0.07 ~0.02 0.08
Acreage 0.90 0.88 0.92 0.54 0.90 ~0.26 0.94
Output 0.44 0.72 . 0.72 0.68 ~0.09 ~0.13 0.90
Price G.36 0.61 0.58 0.45 -0.45 ~0.22 0.58
Yield 0.40 0.75 0.79 0.68 0.59 0.84 0.68

Note: F



variability only for random serizs, For this reasoen, it is most often the
residuals from linesar regressions which are used, on the assumption that they
are random cnce deterministic treand has been removed,

Should regression residuals not be random, as indicated perhaps by the
Durbin-Watson statistic, stochastic process models can be emploved to account
for the remaining oscillatory movements if data series are sufficiently long.
Integrated auntoregressive moving averags {ARIMA) models, as discussed by Box
and Jenkins, can account for the deterministic and oscillatory parts of a time
series and leave a random regidual for which a coefficient of variation can
be calculated., However, the identification and estimation of these models can
be difficult and time-consuming, so the use of the residuals from linear
regression can be considered an acceptable approximation to randomness for
most purposes.

The ¢issimilarity in the rankings demonstrates that it is unlixely that
all single variable measures will provide the same assessment of relative
instability and results will be dependent on the particular measure chosen.
Since the determination of what type of behavior constitutes instability is
subjective, it is not possible to advocate unequivocally the use of anv one
measure. However, some general guidance can be given in making the selection.

The first step should always be to plot the data under ipvestigation;
rhis will reveal the presence of trend or cutliers which, as indicated above,
can markedly affect a measure’s performance. An understanding of each measure's
characteristics can then be used to determine which one might be most appro-
priate. Wnile it is probably advisable in any case to compute several of the
single variable measures for purposes of comparison, some can bz eliminated

from consideration. Because of its limitations in identifying the effects of
trend, the percentage range measure seems too simple to be of much use. The
Coppock Index, due to its sensitiviey te the period of the data seriess, might
also be excluded, especially since technigues such as regression can also
account for trend with much less computational burden.

The average percentage change and moving average measures may have appli-
cability in sume sitvations, The former may be useful, for example, when
some idea of the absolute average vearly change in a variable is of importance,
as opposed to an index of rslative dispersion from a mean value, as obtained
from the coefficient of wvariation. The coefficients are more useful for rela-
tive comparisons. The flexibility of the moving average and its use of only
a subset of the data in the caleulation of trend values may have appeal, par-
ricularly if one is attempting Lo represent a policvmaker’'s expectations.
These measures can be computed in a straightforward fashion and provide a use-
ful comparison to the coefficients of variation.

The use of the coefficients of variation on detrended data is probably
sultable for mest purposas A coefficient of variation can be applied to the
results of the regression to vield a measure of instability. Whils the coeffi-

cient which uses the sum of squared residuals is probably most easily obtain-
able, that which uses absolute deviations may be preferable. This is because
such a form can distinguish widely dispersed data from that which is more



compact. The sum cf squared residuals will not be as sensitive to the abso-
iute value of the iist"nce of the data points from the fitted line; this
feature may ha of zig 4 E dnstabiiity dn which absolute
as well as yelative ri Standardization of the coeffi-
cients is desirable £ made across data periods of
different length.
I1., The Decompositicon of Variability Using Identities

For a number of variables, inmstability has been investigated using iden-
titles, Total output is the sum of all individusl cutputs within a market
or country. Revenue Is the product of price and ocutput, and cutpuz the pro-
duct of acyeage and yield. These additive and mulrinlicative identities ecan
be used %o apportion variance into that attributable to each of the component
variables and to their interaction.

Another approa&h, based on the identities, relates instability to its
source in supply a lance of gross revenue is
attributed to wovement in,sucply an mand schedules rather than just price
and oubtput. A ralated proc at _ts to identify instability in supply
or demand by examining the c’vsriaﬁc between commodity price and output.

Additive identitries

Many conmonly used commodity variables zare awﬂfegatﬂs, Por example,
naticnal production is the sum of the production in individual regions., Worlid
consumption is the of the consumption in individual countries. It may be
of interest to examine the scurce of variability in such aggregates in order
to undeystand, or pe haps predict, fluctuations. While the techniques to be
discussed do not encompass an explicit forecasting procedure, the implicit
assumpticn is that past variability is & guide fo that of the furure. This
View oresuppeses no or very lintle % ge over time in the underlying struc-
tural relatioastips among the wvaria - Baelow, the discussion will focus on
whether the t i can provide any ciue te the constancy or naturs of these
fundamental ¢ ]

tn
o
=
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Tf Hys eoes X are random variables with a multivariare normal disfribu-
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tion and finite variasnces o, ..., 0 2 and § = x_ + ... + x : then
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malizing by division by var{SQE
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The fivst set of terms can be considered the direct contriburion of each indi-
vidual component variable to the total varisbility of the aggregate 8. The
second set of terms may be considered as the contribution of the intevactlon
of pairs of wariables.

Rourke applied this formulation to the variability of world coffee pro-
duction. He concluded that Brazil directly contributes 8% percent of total
variabilicty in vear~to-ysar changes in world coffee production. TFurther, the
interaction between Brazil and other countries accounts for another 11.84 per-
cent of the total. 7The vzmaining 2.03 percent is due to the separate and com—
bined influennes of the other seven majer and all other exporters. Rourks

-t

oo
o

infers that changes 1 ot roductive capacity and in yield from existing
capacity contribute tc the ysar-to=-year variability in production., However,

the variance decomposition has nothing more to contribute in the way of explana-
tieon since it cannot provide informatlen as to the cause of fluctuaticns in,

say, Brazil's production. Similarly kﬁow*ﬂg that the interaction betwsen
Brazil and Colombia accounts for 5.03 percent of total variakilicy is not neces-
sarily helipful. There is no obvious way Lo decide whether the correlation is
Spurloue or 1nd1catLve of a efrructural relationship. In order to desl with

the iesue of causalitv, Rourke examinas the contributlon of a two year bearlnc
ycle on the annual ptﬁdﬂLLLon changes. However, the uycle ig but cne of man

variables which could affect or explain fluctuatioms. An altarnate Dvocedure

might be ro decempose the preduction relation using the multiplicative ralation~
ship between acreage and yield.

L

in decomposing the varlance of a multiplicarive identity dates
's, TWsote, Klein and Clough and Meinken dealt with the
question o relative importance cof yield and acreags changes in production
variabilitv., The results of Foolte, 2C al. were obtained by determining the
average vear-Lo-vear changes in yleld 3 and acreage as a percentage ol average
A

¥

'ﬂmple period and then summing the Lwo. The averags annual
acreage wers then expressed as a percentage of this
the method's "drawback is that it fails to equate

ke place in acreage and yield with changes in produc-
s procedure is similar and suscept ible to the same

sum. As Sackrin note
strictly changes that
ticn' (p. 138)., Mei
riticism.

¢l

mult 1
The P
regr ! hese rian PO ;
Secount for all rhe changes in cutput. However, as Rurt-and Finlay (1968
point cut, there are two objections to Sackrin’e procedure. First, the expres-
sion of the varizbles in log form complicates interpretation. Second, and
o ilure to account for the statistical dependence

o
ore important, is 1fs fa
rween acreage and yileld through an interaction term,

rt and Finley {1968) advanced ancther method for decom—
sf a multiplicative identity. While Goodman published
¢ vears earlier, Burt and Finley appear te have been
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these last three terms have their origin in tha sacond
degree terms of the Taylor's series, we would expect
them to be relatively unimportant but in some sets of
data they might give trouble. {p. 737)

For any more than a two variable decomposition, the number of terms in the
variance formula increases drametically {e.g., to 81 in the three variable
case).

The derivation given above assumes that the two variables x, and x, are
134

not independent. GColdherger (1570) points out that Burt and Finley were in
eyror in stating that the variance formula raduces to the sum of the first

two terms, A + B, in the event of independence. In fact, "independence implies
that joint moments factor into products of univariate moments,’ so that

hY
3

(5) war(y) =

[ I ]

2
var(x,) + u,var(x.} + var{x, )var(z,
i 1 1 2
In applicztions of the decomposition to vevenue oT production identities, the
most realistic assumption would seem to be lack of independence between pric
and quantity or acreage and vield.

For ease of computation, it might be desirable to approximare the var-
{ance of the function with a few terms of the expansion. In the two wvariable
case, Burt and Finley {(1968) suggest that an appropriate route would be the
use of the conventional asymptotic approximation, given by the first thres
terms, A + B + C, of the var(y) expansion. They state that "we would expect
the first interaction term (C) to dominate the higher order terms in most
siruations” (p. 737). Following this reasoning, tae terms D, L and F would
be dropped from the computations. The accuracy of this approximation depends
on the size of each variable's mean and variance as well as their covariance.

Tn defending the approximation, Burt and Finley (1968} state that the
results will be satisfactory if the "individual means are large relative Lo
their respective variances” {p. 1553. They cite Geodman, who shows that the
relarive inaccuracv of the approximation for the case in which the two var—
iables are independent is likely to be small if either wvariable's coefficlent
of varistion is small. For the case Burt and Finley consider, in which the
two variasbles are not independsnt, the possible socurce of inaccuracy is not
go easily seen.

The accuracy of the approximation when the variables are not indepen-
dent -depends on the size of the higher order interaction terms, D, B, and F.
In this case, not only the magnitudas of each variable's coefficient of varia-
tion are factors affecting accuracy but alsc the magnitude of the jeint pro-
duet moments, Without knowledge of the distributioms of the underlying
variables X, and x_, & statement about the gsignificance of these higher order
moments cannot be made. Therefore, the assertion that the linear interaction
term C can be expected to dominate the others may be true only for a limited
number of situations, 1f, for example, x and ®, are normally distributed,

£
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the information if provides canunct substitute for xnowledge of the funda-
mental behsviorisl relationships which drive tne system. Consequently,
policy recommendaticns based solely on the dndications of +he decomposition
run the tisk of belng wroong

The Burt and Fi
data for the ten U.

i v variance dscompesition was applied to the revenue
S ield crops usad in the previous section., Both a two
ion, price multiplied by out brain revenue, and

h 7 o 1

varizble decomposit I ubput o 0D

three variable, with revenue as the product f orice, yield, and acreage,
were performed. The resulis are raported in Tables 4 and 5, The Fortran
computer program employad 1s gilvenr in the Aprendix.

The major purpcse of this discussion is to exsmine the parformance of
the Burt and Finlay method fror arily statiscical ox computaticnal
viswpoint. Howsver, it iz inte eat ng to note the sconomic implications of
the rasults cbtained. The two wariable decomposition indicates that in elght
of ten commodities, quantity contrlbutes less 3 sariance to revenue than price,
T

s result that coinecides with thz notion of inelastic supply within & ssason.
Turning to ths three varisble case (Table 5), the decomposition shows price
to be the most variable compenent for eight of ¢ nodiries. In general,

than, the results are consistent with the at o ro be the
most unstable varlable in commodity markets, In order to determine whether
more specific information might be gained gaugs 1ts reliability, a

closer iook at the results is in order.

Cne of the CG +rs made above about the Burt anc Finley method con-
cerned the advisibility of chacking the mag nitudes of the higher order inter-—
action terms rather than applying the approximation right away. Burt and
Finley (1968) stats, "o we would expect the first order intasraction Cerm
to deminate the higher—order terms in most situations’ {p. /3,,, Looking at
the two tables, the ambiguity of ”dowiﬁﬁti " becomes eviden In beth the

no ﬁon&lstent relationship

two and thres variable cases, theras appears to o2
erms, Furthermore, in
C
e

a b
between the first and higher order inter dctiﬁﬁ T
assessing the size of thes g, it is

sum or the absolute value

ult to say whether jusat the

r order terms should be used

U =
in 3uedging dominance. The highe: order rorms are as much as 14 times the
first order and as iitfle hundredth its size. Looking over the results,
it is difficult to see whe dominant line might . e drawn; 1its
placement would be arbitr any svent & secondary i i tbat while
rthe first and higher orde are frequently of the same siga, examination
of the expansion formulae no reason as to why this might be so. Fur-
thermore, 1t is difficult what the higher ordser terms mean in an
economic sense, so there I nric azoning te apply in de ciphering
them, For a large number T the higher order terms are too
large te be ignored
g deviations from linear rend as
stantial reducrion in the error of
mazasured around 2 trend instead of
&Y. That is, the data u?ﬂd wers

red by the
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that guanctity might be The advantages of the detrended decomposition lie in
its dmproving the aLchaLy of the approximation through reduction of the
higher order interaction terms and in its allowing recognition that the means
of the data series may be functions of time. However, the use of the detren
ing technique is not defensible because of the destyuction of the underlying
identity. Nevertheless, gilven that accuracy and trend are omnipresent con-
cerns, can anything be done about them?

The concern over accuracy is precipitated by the frequent appearance of
higher order Ilnterzetion terms. Burt and Finley attribute these to the sys-—
tematic movement due to trend in the variables. As discussed earlier, those
terms cannot be further broken down by the descomposition technique. Further-
more, although detrending seems to eradicate them, It destroys the 1ldentity
upon which the Taylor’'s ssries expansion is based. Consequently, the decom=-
position is valid only on raw data. If the higher order terms are large, it
is unfortunate, but nothing more can be done correctly to reduce or eliminate
them. The decomposition is not capable of providing the desired information.

The second concern, over data which may be trending, cannet be addressed
the way Burt and Finley suggest, by selecting the appropriate values for the
means. This concern vver trend is Lndlcatlve of the type of problem discussed
in the previcus section, that is, the determinatisn of what part of a vavi-~
able's variance is of interest. The decomposition of the raw data will not
shed much light on trend effects. TFor exampie, it may be possible to examine
a series and see that output trends strongly, price dees not, and rherefore
any trend in revenue would appear to be countributed by outpur. However, the
Burt and Finley procedure will not reveal this, for it gives a guantitative
estimate of output’s influence, not a qualitative one. 5o, large higher order
interaction terms show that the two variables together act on the dependent
variable but do not tell in what proporticn or fashion.

Mevertheless, the Burt and Finley decemposition could be used to obtain
information on the relative importance of the variables over time. The opti-
mal use of the technique would bz with cross section/time series data., When
the mean varies with rime, as is the case with trend, the variance should be
computed around the valus of the mean in each time period. If the decomposi-
rion were run on cross section data for each period, the results could be
sxamined for evidence of svystematic change through time in the relative con-
tributions of the variables. The use of thils approach ensures that the

rity holds and allows analysis of the effects of nonstationarity in the

iden
means,

" 1

Ainalvsis of identities with reference o underiying structural relationships

Attempts to rvelate underiying supply and damard relationships to bhehavior
of components in the varilance expression have come from two scurces. One has
its genesis in an interest in improving the usefulness of the Burt and Finley
method in policy Formulation by explicitly incorporating the effect of elas=-
ticity and intercept coefficients of the supply and demand functicns. By re-
defining the form of the price and quantity variables in terms of supply and

demand expressions, the same method of expansion can be used to derive a

ﬂﬂ
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to the variance of the intercepts, but it would be more interesting Lo know
what a non~symmetrical or flat-toppad distriburion implies for ths behavior
of rhe structural system. Once again, the deccmposition produces higher
order moments which may be large, but which have no clear theoretical inter-
pretation.

Under certain conditions, the formula for the variance of
Fortunately, these speclal cases are oftem of interest to agri
mists. Simplification results if either supply is perfectly p
or demand is perfectly price elastic. Filggott shows that when
conditions are met, the variance expression collapses to that of Burt and
Finley, in which price and demand shifts are equivalent as are quantity and
supply shifts.

The main advantage of the Piggott over the Burt and Finley procedure liss
in its identificetion of the source of variability in supply and demand rather
than price and quantity. Such a formulation provides some measure of assur-
ance that one has not been misled by price and quantity movements that can
mask the real roots of instability. Neverthelasss, even if the scurce of Insta-
bility has been identified as supply and/or demand fluctuations, pclicy recom—
mendations do not obviously follow. The blind spot in the analysis is itz
inabiliry to identify the composition of the forces which are shifting the
curves. While the decomposition can indicate whather price or production sta-
bilization schemes are appropriate, 1t cannct identify controllable variables.
That 1s, knowing that an inelastic and volatile supply curve is the main
source of revenue fluctuation does not imply that one has any idea what causes
the shifts or the rigidity in the function.4/

A related part of the literature has Leen concerned with identifying
supply or demand fluctuations as the source of price variability. The focus
is on price movement because of its sffects on revenue and also becauss, 1n
an internatiocnal context, price stabilizarion is a more viahle policy mechanism
than quantity adjustment. This is not to say that varlability in production
is not important, cnly that the existing lirerature concentrates on price
variability.

As with the Burt and Finley technicue, the goal is the partitioning of
variance, but because the relationship is not directly expreszsible as an
identity, some other approach t the decomposition must be developed. There

deri f supply and demand expres-
of wariance or correlation.

o i
owists a theoretical rationals for fne derivation o
sions which lend themselves to a : is

&/ .
- ature on the effects of price stabilization

Mozt of the theoretical liter
fo which this and the technique discussed below relate, assumes that shifts
in supply and demand are random and normally distributed {Turnovsky). If
this were so then controllability would not be an issue, Unfortunately,
when these simple methods are applied to time se i
guarantee that the disturbances identifised are s
tributed.

es data, there 1s no
chastic or normally dis-
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Further, the variables are ail expressed in terms of deviations from trend
(four specificatlons were fit for each commodity). The authors derive the
above equations so that x and ¥y contain the influesnces of all other indepen-
dent variables which may appear iv the supply and demand relations and act
to shift the intercepts. - Slopes are held to b2 constant over time for the
detrended data. Solving for the equilibrium values for price and quantity
yields

= L T.E

8) p=T7% 5
N - oy + Bx
9 9=

Tn order to determine the source of price instability, Broock, et al. rely on
the sign of covariance between price and guantity, given as

o+ {8 ~ Ao + ad
(10) o = —22 ny LY AT

P
v - Zxy + X

where ODD = 3
t. (oo + 837

The covariance is taken as the difference between the mean value of revenus
in a nonstabilized and & stabilized marker. They explain,

Since Upﬂ > 0 {the wvariance of vrice), from the sign
r
of o {the regression of obser

At
from trend on price deviations
gible to determine whether ¢

7e

pq ~
income effect is favoerable Lo consumers {importers)
since their expenditures In a stabilized market are
smaller than in an unstable market and unfaverable to
producers {exvorters) since their revenue is lower
with stable prices than with unstable prices, Vice
versa 1f 6 < 0, the income effect iz faverable to pro-~
ducers {exporters) and unfavorabla Lo conSumers
{importers). {p. 213

These implied relaticuships between the covariance and underlying demand
and supply shifts avre not immediately obvious. Pesitilve covariance implies
that price and quantity move in the same direction, behavior associated with
demand fluctuations., Price and gquantity move in ppposite directions when
supply shifts. The sign of qu gives the correct indication of the source of

instability when one of the schedules is held constant while the other fluc-
tuates. The theoretical work on which Brook, et al. base their method does
make this assumption of constancy when assessing the distribution of income



irical methodology Brook, ef al. make
real world data it is proba IT
demand have shifted over timsa.
. to reveal the dominant source of
ive the correct indicatien of the source of insta-
T the underlving supply and demand
st reary e covariance prie:chn to show how
its wes of & riances of the random shifters x and
v and al o on the prlce elagticitzeg of demand and supply, « and E. Using
Brook, et al.'s notation the term can be written
> - 3
L. “ . A / A
G ) o o ! o
(2o}, (2 f}/if'l [ Txg) _ B
km‘ j iu = g/ ks c ) o
N N ) S N/ x v/
(11} o = =
o (8 + )"
Omly if o and F are close to the same value will the Brook, et al. conclusions
be correct. To sse this, assume 8 so that the expression collapses to
/s 32
S
m/
{12‘; U_m = ._—__.._‘._Z_._.._,__..;___
i (B + a)”
2
whers Uy is varlance ¢f random demand shifis
2, . .
o, e random supply shifts.
; )
L
/ A
Then, if o > o, the term 51.3 > 1, and o will indeed be positive and
o " 1 °
J x pa
demand will be correctly identified as the dominant source of pr fiucruation.
Porrer shows that unliess the slasticities are equal, it is poss*b;e to cbrain
nagative values of ¢ o EVen whan demand is in fact the dominant scurce of in-
pd
Fabilite . = a T v raso. hi rol s af / he ¢ la—
stability, and vice vers In any case, high values of qu opcm, the correla
q
rien coefficient, do not necessarily imply o greatly exceeds o .
®
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it can be ascertained

ust
effe
ds on

n
directly from

doubt on the Brook,

on ohserwvable wvariabl

et al. technigue. They stated,
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Their technique is not, however, reliable unless the random variances and
price elasticities taken on specific values. If these values were to be esti~
mated, then presumably the P ottt decomposition could be employed Lo assign
definitively the source of p e instability in demand, supply, oF both. If
neirher schedule is the dominant source, the welfare and income gains are
indeterminate and must be calculated on a country by country hasis.

:
igg
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General remarks con application

Some general remarks cn the merits and limitations of this gensral set
of procedures are in order. Comments are made on the level of aggregaticn in
the data, application of the techniques to other than revenue ot output rela-
tions, the implicatilons of the linearity assumptions, and the ubiquitous de-
trending problem.

First, use of the decomposition technigues on aggregate data does not
necessarily allow extension of the results to the farm or individual lsvel.
Those units whose variance {be it in revenus, production, etc.) follows the
same pattern as that of the aggregate will experience the desired effects of
a stabilization policy. Those whose variances differ from the aggregale norm
will either lose or gain depending on tine nalture of the divergoence. The fact
chat relationships implied by aggregate data do not always hold at the micro-
sconomic level would be of particular interest to a policymaker who 1is con-
cerned with the distribution of the effects of any policy over the population.

The decomposition of the multiplicative revenue identity has recsived
mech attention because of lts importance o both policymakers and individuals
in the economic system. It is fortunate that the velationship can be expressed
in rerms of supply and demand function variables as this formulation is often
helpful for purposes of interprecation. However, In the case a partitioning
of output variance into, sav, acreage and yield components, the underlving
structural relationships are not so dirvectly chbtained. Furthermcore, the decom—
position of functions other than idenciries is considerably more complex in
computation and interpretation. Hence, only certain types of relationships
can be easily analyzed by these technigues. However, this is really only a
problem if one believes rhat economic relationships are nonlinear and contain
disrurbance terms with nonadditive and nom-normal properties.

za 4ust how pervasiva the ilinearity assump-
rure. FEvidence of nonlinearity in eco-

ly. Little discussicn iz given to the conse-

v ran be extremely complex. Nevertheless,

an arroneous assumption about linear

It is aliso impor
rion is and how restrict
nomic systems appears fr
quences of nonlinearity because the
one cannot ignore the possibility that
selationships could damage the validity cf the resulis, Similarly, the issue
of non-neormality in residual distributions {which are the data to which most
of the methods are applied) is equally complex and surely deserves more atien-
tion than it gets (Blandford and Leej.

The problem of incorporating information about trend in a variable can—
not be handied in these decomposition techniguas, The single variable mea-
sures explicitly describe this facet of behavior, although they were not able
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te the movement of cneg variable to thar of others. Consequently, it
culate both kinds of descripiions, univariate and the multi-
decompositioa, in an empirical sitody. The information each

1 provides

I11. Explanatory

The previous se

c ssion on the ork of PlggoLk, vhose
aim was to "{uncover) be!

I

L

t ;
rrn of revenue in@tabilify” {p. 1&8)u His supply
2 az the only explanatory warisbise, all other

i t. Combin 1ng thege simplified sche-
on aliowed Pigegott to determine what

3
percentage of revenue variabillity was ttrtbutgb1e to supply, demand, and
their interaction. Any more d;tall on the forces shifting these curves could
not be lncorporated, even 1f it ware known, because of the resulting complexity
of the terms in the decomposi tian, ?ecQUﬁ% the orientation was toward past
variabiiity, there was no explicit wav to examine possibls future patterns,
unlass the assumpiion were made that the historical hehavior would continue

unaltered.

instability be-
e known in greater
effects that mani-
ity. Regression

t

i at be causal rela-
tzonShL 8 among varial igh supply necassary detaill and the capacity
to analyze possxb £ ahavior. WNevartheless, dnstability cannot be mea-
sured as = Tha variance of the despendent variable is divided
inte that which & tie - explained hy the regression = and that which
is stochas z ned residual. The explanation 18 now in terms of

other variab a : provide an explicit univariate description as
befors, éﬂgle variable measurss could capture the nature of trend., The
problem eraction can be reflected in multilcollinearity between regres-
SOTS, an ifying its effects i3 ofren difficulc. The szarlier methods
allowsad nal ranking of dinstability among variables or among its sources.
Oats re or sxample, could be determined to be twice as variable or
unstabls g producrtiocn, using a m@smgr@mﬁ 1t index, With regression, the
sSouTrces ability can only he auKG erdinally is ferms of Importance,

not allow a precise measure of the

a tradecff in moving from one form
Ragression, while not providing as simple
1 ,

ad ) iz, especially when applied to sgimui-~
tangous equ ation mcdelag iz that hoth the relativity and dynamism of insta-
rhe empivical moda2l. That is, causzl relation-

bilicy

ée l%ﬂ%ages to other variables in the system.
isolation, but relative to behavior elsewhere,

o
not perceived in

IndLabil

‘\.
Fa
[k
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which serves as a benchmark in defining what types of variability zonstitute
instability. Furthermore, instability occurs over saveral periods or unics
of time. The single variable measures captured this intertemporal aspect
through thelr isolation of trend, but the variance techniques of the third
chapter did not reveal it explicitly. OSystems of simuitansous difference
equations can be used to capture the fepdbacks which occur among time periods
and to produce a description of the time path of a variable’s movement.

ingle equation analysis

A single equation which functionally relates the bhehavior of a dependent
to that of one or more explanatory varlables can be constructaed using a priori
knowledge about causal relationships. In the previous section, production was
viewed as the product of acreage and yisld. Using regression analysis, pro—
duction can be related to other varlables which do not appear in the identity.
Yield effects can be broken down into the influence of weather, fertilizer
‘ prices, technology, etc. This more detailed information can then be useful

in policy formulation that involves selection of appropriate instruments 1O
reduce instability in production. The estimated coefficients from the regres—
sion equation can be employed to identify those sources which seem most
important.

Firch {1977) advanced a method of variance analysis using a single Iinear
regression equation. He proposes Lwo modals for analyzing variance and
axplains,

The first model is appropriate for the analysis of the
resulting variance when two series A and B are summed.
In this case it can be shown that the variance of the
combined series (A + B) is the following function of

the wvariance of the individual series and thelr covar-

fance,
2 2 2
: = o + o + 20
(13 CTA+B qa UB OAB

4 The final term in (13) can be translated into an equivalent but more meaning-

ful form,
14 = T r ’
{(i4) Cap Ta%2%

whera GAB 415 the correlarion coefficient betwesen A and B

{q. /¢ Y. {p. 323}
‘GAB/TAUB) {p 33

The net effect of the serdes B is given by the last two terms of {13); Firch
suggests standardizing these fwo terms by division by o to find the net

change due to seriles B as a proportion of the variance of the original series, 4.



Before looking at Firch's second model, it is necessary to peint cut that
this result for the wvariance of the series A+ B i3 valid only if the assump-
tivn is mads that n ave fi

hat & and B have finite wvariance. Furthermore, standardization
2

2
by the total wvari rather than by ¢, would seem intuitivelv more

Firch dntroduces his seceond model as a generalization of the first, when
it 1z impesedible to include explicitly all re1evaut variables and the relation-
ship between the dncluded variables ds linear, not just a simple sum. The
model can be written initially as

(15) ¥ = ¢ + B X + B0 4+ u

where u is an error term representing the influence of excluded variagbles.
Then, he writes the wvariance of ¥

=5

(16) «©

r<‘ I\J

Z 2z 22
1% Z

Firch arguss that

...it 18 pessible to ‘explain the variance of one
geries ! ar: and covariance of twoe other
series o ragd variance of the arror term,
All of the information nseded to make the allocation
of tha wvariance as in {18) is ecbtained from the least
squares estimation of the regression coefficients of
(15}. (p. 326}

This approach is applied to data in which

¥ = percentage yvesr-to-year change in deflated cash veceipts from mar-
keting of farm products

X, = percentage year-~to-year change in deflated total national income, and

ok

X, = percentage year-tpo-vear change in the index of farm output.

ences 5o that intercept term ¢

to total variance in Y to
ces are weighted by the sguare
ients. Neote that the first

o 2 L.
6) are identiecal to the numerator of the R” ceefficient for
sgion, The interesting aspect of Fireh's method is that 1t takes
: \ . ; 2
into account the covariance berween X1 and XZ’ which the copventicnal R does
not. Earlier, this intevaction term was saen to have significance in many
situations.



in many applications, the assumption of independence of the rsgressors
is not warranted. On the other hand, the possibility of total linear dapen-
dence is ruled out, since the matrix of regressors would then be singular
and estimation of the parameters impessible. HNevertheless, the intermediate
case, referred to as intercorrelation, when O < OAE/GAGE < 1, must be addressed.
Severe multicollinearity between regressors resulis in the estimalors ef the
parameters baing inefficient though not biased. This inefficiency poses
potentially serious problems In the use of Firch's model. 1If g iz large,

the weights in the wariance allocation formula, imprecise estlmates can pro-
duce misleading results, dependsnt upon the characteristics of the particular

sample used.

The existence of bias in the coefficient estimates cannot be completely
ruled out withoutr considering the nature of the excluded wariables. If rele-
vant wvariables have been owmittad, and if those excliudead are correlated with
those ilncluded, the regressors and the disturbance term will be related, 50
that the least squares estimator is not consistent or even zsymptorically

unbiased. This bias furcher compounds the difficuliies of using the noeffle
cients as weights,

The essenc
does not deal p
practice, the d
parameters’ e
approach suifers
tion. The severi
gpecification of the regression equation. Firch's own app
tion containing national iucome and farm culpul may be

cerned about the implications of multicollinearity. Bu
tionships for which the Firch technique would be approp
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The answer to the gquestion is that if the structural equation specified
has all the relevant variables in if, and these are believed to be generally
uncorrelated, then the Firch method is satisfactory in terms of the validity
of the coefficients as weights. Relative independence belween the regressors
implies a small covariance term. Therefore, Firch's dscomposition is not of
much interest, and one might as well procsed with the znalvsis usi
ventional coefficient of determinatcion. Tf, on the other hand, the regre
siom coefficients as weights are mot required, as in the case of didentd

- i
= s b
the logical approach would be a decompositicn like that of Rourke or Burt and
Finley as discussed in the previous sgction. Bub, as was seen, these latter
rechniques give rise to results that can be difficulc to Interpret.
For manv relationships in economics, it is not realistic to expect that
one can precisely delineate structural rel rionships, and furcher to assume
that the designated vegressors are unrelatad, Therefore, asking the regres-

sion to provide the reguired information is akin to making sto
the product cannot bs much better than the input. 3But, if one
settle for a less precise kind of information, rhers remains hope. From the

e soup, since
i iliing to



nad below, ong can expect to get 2 reasconable dindication of the
c £ @ ! ibutions o the dependent

3
ERP The o+ res ~ 4 T+ f
riance, The opsrative Wurd is relatd

taneous linear system that
om this specification, one

gi linear eguatlon for that
1in

£
e which of the reduced form
0 the others in the explan-

Az Goldberger (1%64) explains,

NN )
clearly inadequate. The sheer size of the coefficient b,
{the regression ceoefficient) iz no measure of impgrtanceg
since the size can-be changed at will by changing the
units of measurement of the wvariable. We may think of

r 'equally likely’

using the sffect on ¥ of a typical o
casure of importance; 1f A
en

Y o
change in each variable as a =
4

_ 4
iz ths n X, th biﬂ‘ is the typical -
J 33
gffect on ¥ induced by X,, and we may like to say that Xj
)
ig more imporrent than X 17 bBLA, » b, A, {p. 1973
=k ii [
Bata, or path, ccefficlents can provide the measure of typilical changes as
repregsented by the sample standard deviation of the regressecrs. By dividing
each variable i deviation and using these values in the regres-
sion, the Bat: : & ordinary ﬁaef:icients 8o obtained. As
bGLMDe ger says, 'the moments of these standardized variables are in fact
correlation coafficients of the original variables"” {(p. 198). That is, the
£ XX, where X iz the matrix of standardized variables, is

which 1s the sguare root of the determination cosfficlent

plier analysis,
irect contribu~
eta coefii~

ressors which

cannot be disafgregated. HNevertheless, the Beta cosfficients for =ach vari-
able can be ranked according to the contribution of each independent wvariable
to the wariance in the dependent vardable.

aced form coafficients are ob-
a1l has been estimared. The
opearing in the reduced form

&2
problem of multd
=

5 ap
is alileviated pDpear - grent structural equations. In
this case, estimares of thedr coefficients might be relatively good. Deriva-
cion of the reduced form ceafficients subiect to the restricticns implied by



mating the
s the estima-
full simultan-

the structural specification avoids the dangers inherent in e
unrestricted coefficients directly. The next ssction discuss
tion and interpretation of the reduced form cosfficients da a
eous model,

Multiolier analysis

The ana 1y is of an equation system proceeds following the specification
and estimati st the structural model. It is assumed, therefore, that the
elemeqts of the cosfficient matrices are kaown and believed to be relatively

"good" estimates. The netation to be used in what follows is introduced by
considering the formulation of the general structural model

(17 Ty, A N + g.x_ +u =0
£ BT TSN T Y
where
Ty is an nxl vector of current eadogenous variables
y . is an nxl vector of lagged endogenous varizbles
L1

X, is5 an mxl vecter of exogenous variables

U, iz an nxl vector of stochastic disturbances (with some
elements zaro corresponding to esgquations which are
idantities)

T is an nxn matrix of coefficients on current sandogenous
variables

Bl ig an nxn matrix of ccefficients on lagged endogenous
variablas

R is an nxm matrix of coefficients on exogenous variables

2
For simpiicity of exposition, it 1s assumed that the system involves lags of
no more than first order. It can be shown that any system of higher order
difference equations can, by means of a suitable transformation, be rewritten
as a first order system {(Chiang, p. 602).

Assuming T is a nonsingular matrix, the system can be solved for the
current endogenous variables in terms of the re51dugi and all pradeterminad
varisbles (which can include lagged endogenous and both current and lagged

- N . -1 .
exogenous variables)., Premultiplying by T and moving all terms but Ve to
the right hand side (RHS) yields
(18) v = (-1 '8y + (TR e+ (T e
£ 177t~ A £
= .y + 0.x + v
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The initial specification and estimation of the structu
in multiplier analysis based on the reduced form coefficient
n

ve themselves linear functions of the structural coefficients. The stabliiity
of the system 1s dependent in the same way on the values of the structural
cstimates. So, while the reduced form yields considerable information on

system dynamics, this informatien is only as good as the strucrural specifi-
cation which underlies it.

One point about the use of multipliers needs to bz made. The influence
of an excgenous upon an endogencus variable depends not omly on the size of
the associated multiplier but also on the movement in the exogenous variable
as well. Goldberger (1959) proposes a measure which accounts for the size of
the muitiplicand as well as the multipiier,

The contribution made by a predetermined variable X, to the statistical

explanation of the change in an endogenous variable Yi in year t is defined as

2 - X
(19} u it 4305

i

4]

- observed change In
¥

where Ty ig the appropriate impact multiplier and X i

=L

Xj from vear t-1 to year t. Goldberger argues that

some type of sample aver-
of the importance of (X,
J

age value of the Hiap would provide a summary measure
in explaining (Yi)” (p. 72). He proposes that the sum of absolute values of

annual changes in Xj'be used:

{207 uij = ﬂij ) }th‘.
t

The intreduction of the Goldberger measare of the conmtribution of an exo-

genous variable to the change in an endogenous variable, Hiqe leads to a con-
-4
sideration of the ways in which multiplier analysis might be
context of the analyses of dnstability. Up to this point,
considered the formal derivation of the multiplier values;
how assumptions upen which the derivations are based influence empirical
application. The discussion begins with an sxamination of the usefulness of
the I and takes up the issues concerning the time pericd over which multi-
)

applied in the
the discussion has
it now examines

plier analysis is applied.

From (207, My is seen to have as its multiplicand the sum of absolute
M

values of the annual changes in the excgencus variable Kj, This formulation
is prefered to other possible measures because the changes in X, may be posi-

tive in some vears and negative in others when measured in deviations from
its mean or some other base value. Presentation of the net value of these
changes could obscure important characteristies of Ki!S hehavior relafive to

-

e
=



3 : v 17 I T —— — — by 1 -
the endogenous variable ¥.. However, the aggrepste term & 1-,t5 does not
i L.
provide 2 time profile of changes in X, .
J

Civen that ths y mbinations of

uced form aqua-
nts and to
nation of Yi's

movement . This subset of exogenous variables is callied a "simplified reducead
form" by Goldberger {1959, p. 73). These simplified equations can then be
used in making rough predictions for the ¥,. However, in an instabilicy

: ] ]
Once the exog iables are vanked, it is dnstructive fo consider
the charascteristics of and relationships among these varilables. For example,
for policy purposes, it may be useful to identify which of these exogenous
ariabl a roliable, o t lgast susceptible to the dinfluence of the
riable’s ranking, its manipulation may be

. i
ction in attempting to influence the movement of the endo-

the exogenous variabl

bt
.-

it should be remsm
corralated, due ei ematic or toc spurious rela~
relationships sho itily dincorporated in the
corrently specif 2 regressors should be
2l . However, appa us correlation may still
comrodatad by cha el specification, While
didstingnish spurd al relationships it is
e correlartion malb ssors whilch may exhibit
ripolidnearity ca m because 1t can result
© estimates snd also t may confuse the seiec~
riables,
moltiplisrs arz derlved basad on the relationships
e period, So, care must be tsken in extrapeolating the
riod, Furthermore, multiciiers are derived from a
t change in the level of an excgenous variable. While
8é irtually never duplicated 4n the resl world, the usually
tacitc azsumption 13 thar the multiplier valuesz nevertheless retain some valid-
ity, Finally, the calculation of muliipliers is only valid for linear models.
Where non—livearities in varisbhles ovr parameters exist a linear aspproximation
129 be unesd but this will not necessarily be acceptable. The alternative to
the analvtical multiplier tecbnigue is simulation using the structural model,
to be discussed balow,

ues can be used to examine the influence of changes
r of a random nature in exogenous variables, as well

che stochastic component of behavioral raLaf?onan ps. A



major advantage of simulation is that 3t is not limited to linsar medels.
This procedure can best be explained with reference Lo rhe Adeimans’ examina-
ticn of the Klein-Goldberger {¥-C) model of the United 3 . Theilr

purpose was Lo

cyclical process, We should 1like to
the system is stable when subject
genous shocks, what cscillations ;
the rerturn to the squilibricw path and wha
response of the model to repeated external
nal shocks.

oyed hers for
y applicable.

empl

The Adelmans' interest in explaining cyclic behavior 1
illustrative purposes; the technlques are more general

in order to study the X-G model’s d ¢ propertiss, the adelmans simu-
lated the model over one hundred ysars, ter some minor revisions of the
structural model, the excgencus variables were exrrapolated, many by fitting
linear trends to post-war data. These values, along with as many lagged endo-
genous values as needed, ware then used to solve the model using the wvalues
of the endogenous variables found in time t to compute the next set in time
t + 1. The Adelmans found that the behavior of the system was monetonic and
essentially linear, with no evidence of an internally generated cysle. By the
eighth vear, the system "was essentially on its long ruvn eguilibrium path”

(p. 4G4).

o
W
=
o]
o]
e
=]
[
£

Thus, the Adelmans examined the queztion of system sta
1atfion rather than the analytical techniques to which the e discussion
alluded. The projected wvalues of the endogenous variables over time repre-
sent a moving equilibrium but the explicit expressions for these paths are
diffieult to derive analytically because some of the exogenous variables ars
extrapolated as nonlinear functions of time. The Adelmans never deal expli-
citly with the multiplier matrices, since their primary interest is in the
response of the system to movements largar than the one unit change postulated
in the muitiplier concept.

bility
arld

T
2

fot g

[2al
[ Pt

L

at while their simulation of the ¥-G model pre-
dirted monotenic behavior in the endogenous varlables acrual values exhi-
E=} 3
bited cyelic behavior, They therefore conaiderad the possibility that an
ol i

W L
¥
exogenous shock to the system might produce mere realistic resulbs. To test
this idea, the real magnitude of federal ocutlays, an exogencu
t

e variable, was
ts extrapolated value In the ninth year {when thes
g equilibrium path) bur was returned to its extra-
£ vears. 1t was found that although this change

t from the eguilibrium path for some 30 years,

reduced significantly fro
gystem was presumed on it
polated path iun subsequen
resulted in marked displacemen

it did not produce the observed cyclical behavior.

o}



lysis. The shock
ither the one
iplier analysis.

While it is obviocus that such a discontiouity in an sxo-

genous variable is basically equivalent to a change in

indicdal conditions, it ig equally obvious that the re-

gsponse of a dynamic system to large displacements may

be guite different from its behavicur under small per-

rurbations. (p. 604
It is neot possible to examine the effects of greater than one unit displace-
ments 1n exogenous variables within the framework of conventional multipller
analiysis, As a partial derivative, the multiplier coefficient gives the
value of shange in the endogenous variable for an infinitesimally small change
in th exogenon5 varizsble, Conventionslly, infindtesimally small is inter—
3zet8u as a ong unlt change in the exogencus variable, However, one unit may
actually be guire a2 large change, depending on the scale of the variable, For
gxamplie, wheat sunporit price is often defined In terms of dollars per bushel
but seldom would we expect that price fo change by one dollar. Thue, ths
unit of measure does nolb seem Infinitesimally amall compared to the tvpical
variation in support price. So, simulation allows cousideration of the effects
of a more realistically sized shock., A researcher would be able to ddentify
thoge which seem relatively more Important in influencing the behavior of

L
endogencus variables,

The Adelman study also considers twoe mores possible sources of cyvelic be-
havior. The effecis of random shocks supervimpossed on the extrapolated values
of the excgencus variagbles are called Type I shocks., The addition of a ran
don disturbance term to the empirically firted equations prov;dea what is
referred to as a Tvoe II shock. Their purpose was teo determine "whether or
not the introduction of veia*iveiy minor uncorrelated perturbations into the
Elein-Goldberger structure {would) genorate cycliical fluctuatrions analogous
to rhose observed in pr actlce {p. 806},

Becausae the smeoth extrapolatiocon of the exogenocus variables over time is
nok likely to produce veallbiic time paths, the imposition of random shocks
gesmg a logleal way of allowing for nonfrend movemsent, These Type I shocks
ware constructed in ths Iﬁ;l ing fashion,

...define the valus of an szogencus variable Ty at
time t as its tvend value y_ plus the shock
cerm gy, and assume rthat sy, has a Gausslan distri-

t £
burion with a mean of zero. In order that the shocks
infiicted upon the system be of 5 meore ov less realis-
tic magnirude at all times, we evaluate the standard
davigtion of sv_ over that portion of the data for



which our least squares fit was made, and, for our
subseguent calculations, we maintain the Tatio of
standard deviation of sy_ to vy ar a val inde
perdent of time. t . 6J )

For the K~GC model, the Adeimans found that the imposition of Tyoe T shocks
did not produce cyelic behavier.

Given the original and extrapeclated wvalues of the 2xogeacus variables,
the Adelmans found it was impossible to induce cyelic behavior in the model
whethar by large displacements in one varisbls’s valus or by the im position
of random shocks on the extrapolatsd fime paths of all exogenous var@ak1as
simultaneocusliv. However, Type I shocks {changsz in the arror C2rmS aof
system equations) represent another potential s: of cyolic or oscillatory

bezhavior in a stable dvnamic system.

The Type 1T, unlike the Type I, shock repyesenis a source of cyelical
behavior which is internal to the model. This is in contrast to the discon
tinuous shock and Type T shock, which applied to changes in the values of the
exogenous variables defined as being determined outside the svstem. There-
fore, their influence on the system's behavior is sxfern ally generated.

In general, the error a
specification error can contributs to th
hut some guantity ¥ = X% 4+
contribute to the error as would the infl
peononic relationshivcs can rarely be expect o
inclusion of a random component in the funcrional fo S as
specifving the relationships among wvariables as the choice of the variables
themselves.

o two sources., First, the
rhe truse variable,
randem component v will

f omirted variabise. Second,

0id exactly, so that the
T impertant in

In deriving the Type II shocks, the Adelmans assumed that, because there
appeared to be no a priori reason why errors from the different sources should
be correlated, the T yandom error terms could be assumed to be normally distri-

buted. The terms are further presumed to have mean zero and their standard
ol .

errors are caleulated in the same fashion as were Type I's. The Lerms were
also drawn in the same way.

=4

or the ¥-0 model, the Adelmans found the Ilmposition of Iype 11 shocks
did indsed result in chll al model behavior., They found that the ovsrall
predicted behavior corresponded well to that of business evele theorv and
enpirical findings.

Should Type IT, or stochastic, shocks appear Lo be importsnt in explalin-
ing movement in one or a system of endogenous variahles, what assumptions can
be made about the geresis of the vesicual terms?  As previously discussed,
the teyms mav have thelr source in mis—specification (omitred variables, mea-
aurement error) or in inherent nolse or trvuly random events {the prime exampie
being weather). The abiliry tc differentiate among rhese possaible sources
would aid in assessing tue nature o+ 1nafﬂbs1 {e.g., raﬁdom movement in
real world prices is no! 2.
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Table 6. Mo's Wheat Model.

Note: The figures in parentheses below the estimated coefficients are the
standard errors of the estimates, and R is the estimated coefficient
of multiple correlation. All estimates are OLS,

Farm Price and Support Relation

P o= 0.1492 + 0.918% P__ + 0.0103 K F
t st t

{0.0448) {0.0014)

fot

R = 0.57

food Comsumption Relation

qk = 1.1989 - 0.2284 P_ + $.0077 P _ + 1.6005 G(I )
nt L ck T
{0.0678) (0.0042) {0.2234)

R = 0.97

Feed Consumption Relation:

= —~137.8420 - 143.7966 Pt + 1.6302 Pfct + 1.7860 T
(37.4650) (0.5804) (C.8894)

G

R = (.88

Covernment Inventory Relation

c = -182.9923 + 115.6075 P__ + 0.1806 KD .0 + 0.7446 €
gt st -2 ¢ gi-1
(78.0566) {0.0913) (0.0874)
R = .94
Commercial Inventory Relation
c = 200.,2999 - 64.4016 P_ - 0.0422 C + 0.3633 O
ct £ ot ct-1
(24.5510) {0.0270) £0,1538)
R = (.84
Fxport Relation
= 433.5437 - 5709 g% + 0.0967 (C + F0.649%4 g
gy 433.5437 - 112.05789 a¥, 0.0967 (hct—l Cgtnlj + 0.64%4 Gppog
{80.3589; (0.0695) (0.1361)

R = (.93



Indogenous
Pt = gyarage whaeat price received by farmers in time t (5/bu}
q?t = demestic per capita use of wheat for food in time t (bu per capita)
I
Qep = domestic use of wheat for feed in time £ {mil. bu)
C e government wheat inventory at the end of time ¢ {(mil. bu)
o
Ccp = pommercial wheat inventory at the end of time t {(mil. bu)
i
Gp, = total U.8. sxports of wheat in time t {mil. bu)
fxogencus
Pst = gverage wheat support price at time t (S/bu)
Kt = 1, 1f no price support program a2t time t
= 0, otherwise
PCO+ = farm price index of other fesd grains {corn, cats, barley, and
e gorghum} at time v (1857-5% = 10D)
P“t = consummer brice dndex at time t (1957-59 = 100)
+ s - + T Fad ’
1 = par caplta disposable income at time t ($ per caplta)

G{I 3% = a nonlinear transformation of varisble T

& T
1 = grain consuming animal uvnits of livestock fed annuvally at zime ¢
¢ {mil, unics)
= 1, during World War 11
= {0, otherwige
Ed = 1, if there is a government price support program at time ¢
= {, otherwise
E& = 1, during World War 11
= {, otherwise
O = retal U.5. wheat production at time ¢ {(mil, buj
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Table 7. BReta Coefficients for Mo's Wheat Model.
Explanatory = . Endogenous Varéable
Variable e Int St gt ct Uge
P (.7927 0.1255
st
KtPfOt 0.3761
0.3601
ct
G(It) 1.1096
Pfot (.6038
q
Lt 0.2303
KD__,0, 0.0712
Pr 0,2799 (.8549 0,3777
C /
Corm1 0.7445
C . 0,1968
gt
Cct—l 0.3635
* 2727
aF, 0.2226
0,6494
Gge-1 s
AN M ) P
RANKING P, G{L.) e Cor-1 i Yge-1
. *
l{tPfot Pct Pfot st ct~1 qht
P L 0. C
t t T =hn




Takle 8. Impact Multipliers for Mo's Wheat Model.

Endogenous Vardiable

Explanatory

Variable Pt e Sfr Cgt .Cct Urt
PS% 3.9189 ~0.2099 -132.1347 115.6075 -64,0573 23.5268
KfPfo% 0.0108 -{0,0025 -1.3530 -0.6955 0.2765
P _ Q.0077 ~3.8632

cL
G(It) 1.6005 -179.4127
P 02
L. 1.6302
i 1.7880
t
Dt 159.4589
KD .0 0.1806 ~0.0076
t =<2t
RANKING G{L G{I
RANKING P, { t} D L P, U(Lt)
2 XKD .0 P P
KtPfot Pst Tst Kt =2t Kt fot gt
P L KD .0 P
t fot t KtDL—Z £ ct
o}
Pct “fot KtProt
P




i~
%]

Table 9. Goldberger's u Measure for Mo's Wheat Model.
Explanatory Endogenous Variables
* ' I
Variable e Yt dee Cgt ot ige
at 33,9593 -7.7663 ~-48R3.98139 4277 .4775 -3520,2392 870.4916
KrPfot 2.0304 -0,4700 ~261.9640 -130.7540 -51.9671
Pc* 00,6430 ~28.9462
G(It) 2.2919
P 95
Peor 894,979
L 364.4512
€
D
£
®D .0 577.8279 ~24.,3161
t t-2 t
RANKING P P P P P
st si st st s st
KPror G Peot KDeo% B Proe Yot
Pct Lt cDZPEDt B"‘*:Pfoc
KtPfot KtPfot C'{It}
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Tn this sense, methodologies based on simultansous equation systems can be
criticized for their ambiguity. However, 1t would seem that they still have
the advantage of reflecting the relativity and dyvnamism implicit in even the

most general concept of instebllity.

A model which is to be used fox dynamic and/or stochastic simulaticon
analvsis must be bullt with this in mind. The structural specification
should be dene carefully since the subsequent analysis depends om 1f. The
exact combination of technigques applicable in a particular case depends on
the nature of the system and its instability. When vandom events or shocks,
cuch as weather effects, play a large role in determining fluctuations in
endogenous variables, then deterministic mulitiplier analysis may only be of
limited use, In the process of model specification, the characteristics of
the system should become clear so that the choice of technigques can be made
with them in mind.

IV. Summary and Conclusions

Summary
The objective of this bulletin has been to appraise the use 5f empirical
techniques in the analysis of instability. No attempt was made to define
s

instabilicy beyond a recognition that it involwves some degree of wvariability
in an economlc quantity. What pertilon of this variabilicy is regarded as
"unacceptable” or unstable will depsaund, at least partly, on subjectivity.
Key wvariables assoclated with agricultural revenue, specifically, acreage,

vield, ocutput, and price, provided the framework for the application ¢f the
empirical methodology.

In making the appraisal, empirical technigques were divided into several
broad catezories. The divislon was made on the grounds thal no one techniqu
provides all the information necessary for an analysis of instabllity.
general phenomenon of instability has different Iacets, and informatl
one or more might be required. This bullerin specifically considered me
which (1) characterize unstable behavior, (2y identify sources of inst b1
and {3) provide an evaluation of means for its control., Specific empliri
methodoliogies were separated according to the type of information they p
vide, The first section dealt with single variable measures used to desc
and quantify unstable behavior. The next section considered the use -f id
tities to allocate instability to componsaut variabl
examined the use of regression techniques to identi
instability and to evaluate means for its control,

o

es. The final sectiom
£

v further the scurces of
Conclusions
Two major cenclusions follow from this investigation, First, there mus

be explicit recognition of which aspect of instability a particular techniqu
evaiuates. This way, the limitatlons of any cne approach are made clear.

Significant complementarity and rradecoffs exis: among empirical methodologlie
Second, once a technique has been selected, its application must be consis~
tent with its underlying assumptions. Thess assumptions dlvectly influence

e

3.,
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The progression from the single variable measures to multivariate regres-
sion represents a considerable incresase in computational burden. However,
this burden is balanced by a gain of information. Whether or not the lnecrease
in complexity is warranted depends on the objectivas of the study at hand.
However, it is always necessary to delineate the limitations of the appreach
chosen. This bulletin is intended to assist In an assessment of those
limitations.
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SVIM (PROGRAM TC DERIVE SINGLE VARIABLE INSTABILITY MEASURES)

Description

Derives single variable measures of yariability defined in Table 1. Imput
is in the form of an unlimited number of sets of variables each composed of
up to 10 variables each with up to 30 cbservations per variable,

Input
Card Cols
1 1-2 Number of wvariables in current variable set
3-4 Number of obsarvations per variable
580 Title for wvariasble set.
2 1-8 Name of 1st variable in set
5-18 Name of 2nd variable in set
it 12
11 13
72-80 Name of 10th variable in set.
3 1-80 Data format, e.g. (10F8.3).
4 et seq Data punched in form specified by 3, in time geries form by
variable.
Final Rlank to terminate job or to process further variable sets

repeat cards 1-4 above.
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MSTABILITY MEASURES

YERSION SEPTEMBLZR 1982
PUHOGRAM HANDLES AN UNLIMITED NUMBER OF VARIABLE SETS EACH
COMPOSED OF TMSLT? JﬁﬁfﬁsiiS WITH TN® OBSERVATIONS PER VARIABLE
STORAGE ALLDOWS FOR 10 VARIABLES PER SET AND 30 OBSERVATIONS PER
YARTADLE
D. BLANDFECRD, DEPARTMENT OF AGRICULTURAL ECONDMICS, CORNELL UNIVERSITY
ITHACA NY 14853

SEALYE DATAISOIXA{I301+XBI205XC{30):A,AB AL RNLRNZ,V1IV2Z4CV 1,

ICY2, 501 2S0V2,R24FDW.D3T0(30,10)

INTEGER®Z NyMNSET, N%;Sﬁ;?i?

{,G“%a’iﬁ"é if‘&aﬂ-;ir 3"&\,‘3 ‘if;igk.\f?tfyf..\;'ZfJSﬁVi CVZ;RZQF;DW?N;SW

IMTEGERSS CA{L 9] @u%iiuf

DIMENSIUN FHTLZ203
READ MUMBER {F VARIABLES IN SET, NUMBER OF DBSERVATIONS,
LABEL FOR THE S£7, (aTA FORMAT AND DATA

1 READI{E,1000INSET N, {La11),1=1,19])

IFINSET.EQLUF GOTE 50

ML=NSET=E

READIBLLI00H{CEIL ) I=1 4NL)

READ{S,,1 100 IFHETL{J)0=1:20)

READI S, FMT 3L D3T3 ¢ I=1 3N, =1, NSETS

NB=1

ME=Z
COMPUTE SET OF MEASURES VARIABLE BY VARIABLE

PLT=0

00 100 I=14M5E7

TE{PLTLMELZY GLTD 105

WRITE{&2. 10103 1CALI) 1 d=1419)

PLT=0

GOT0 106
1085 WRITE{G,,1050H{LAd408=1419]

FLY=BLT+]
106 DO 110 J=1sH
110 DATAL M I=D3T0L 1)

WHITE{S, L1SD4CR1IIY: J=NB,NE]

MB=Ns+2

NE=NESZ

PERLCENTAGE RAMGE (PR}

D0 Z00 J=2eN
A=DATAL{ S I-DATALI-1)
X4 y=A/DATA{ =11}
KAl 1=DAaBS{AC{ 3}
IF{a.5E.0.0) GCTLC
XBiJi=xXa{dl

GOTD Z00

220



sl

oM

23

220 XB{Ji=a/DATald)
200 CONTINUE
A=XAL2)
AB=XA{2)
DO 230 J=3.N
IF{XA{J}-LT-A)A=XA(J)
IF{XA{J1.GTLABIAB=XALJ)
230 CONTINUE '
AC={AB—-A)*100.0
WRITE{&,12001AC

AVERAGE PERCENTAGE CHANGE {APC1-3}

A4=0,0

AB=0.0

AC=0.0

0O 300 J=24N

A=A+XA{J)

AB=AB+XCLJ}I*XC{J)
300 AC=AC+XB{J)

RN1=N=-1

A=A/RNI®I0C.0

AB=AB/RN]

AC=AC/RNLI*10C.0

WRITE(6,1300345A8,AC

3 AND 5 PERIDD MOVING AVERAGES (MA}

AB=0.40
Mi=N-1
DO 400 I=Z NN
XA{01=0.0
JJd=J-1
Jdd=Jd+l
00 410 K=J4J,J44
410 XA{JI=XA{J)+DATA(K)
AL JI=XAL4)/3,.0
XBid3=DABSi€DATAiJ}—XAi33BJXAidi3
400 AB=AB+XB{J)
RNZ2=N-2
AR=ARFRNZ*100.0
AC=0.0
MN=MN-2
DO %20 J=3,NN
£4{331=0.0
JJ=J-2
Jdd=3+2
00 430 K=Jd,Jddd
430 XA1JY=XA{J)+DATALIK]
Kaldi=xXA{Ji/5.0
XR1{J1=DARSII{DATALII~-XALJI 3/ XAaLd))
420 AC=AC+XBiJ}
RNZ=N~&
AC=AC/RNZ*¥100.0
WRITE{6,14001A8,AC0

LOPPOCK'S INDEX {£I3‘

DO 500 J=14N
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51u

%31
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VARIANCE (N WEIGHTED), AVERAGE ABSCOLUTE DEVIATIGN,

XA{51=D0L0G{DATAL{I})
)‘ﬂi:x‘g

QG :310 J ..,y!

ABT Ji=xXAa{di~XAld-11}
A=A+ AB {1

A=AFRNL

AB=0.0

o0 520 J=29N
RNZ={X8{J]~A}
AB=ADSRNIRRENZ
AB=AR/REN]
AB=0FXPIDSLRT{AR}
WRITE(S, 1500148

AND

UNS;é“E&QJIZEDiSTQN”AHQiZEu COEFFICIENTS OF VARTATION
FGR RAW, LIMEARLY DETREMDED, AND EXPONENTIALLY DETRENDED DATA

G0

510

100

"

543

1640
1610
1050
1160
115¢

3
Y
i

Sl |
23 D

o La U M €34
-
[
3
‘nd

&iﬁ TALJY}

LR e N R vV

H I

I I Dl D BDOWT e B Ew
B b

t&‘}fﬂw'-«ww;:j,;z@ o
i

33
-4 EE IE

ﬂ%”mB;RNl

AC=AL/RNL

00 610 J=1N

HA{ 3 i=XA{Ji~A

KBLJi=XB{JI—-AB

XCldi=XL0{d1~-aL

CALL CVRIXBIABR)
WRITE{H,1600)Y1sVW2sLVL,SCVLI.CYV2,5CV2
ARITEIS, 161403

S#W=0

CALL DETR{XB]
WRITEIS,1600IV1,Y2,0V1,5CV1,0V2,50V2
MM =§-7

WRITEQ glfﬁ C‘}Rggi}"é?ﬂq!’: DW
WRITELH,15030)

SW=1

CALL DETRIXC)

WRITEL £, L8003V V20V S0V 1,.0V2,50V2
WRITE(&,; 16203RZ2 NN, F.DH

WHRITE{4,y 164010

COMTINUE

GOTE 1

CONTINUE

FORMATIZ212:1944]
?G?ﬁﬁ?i*l*y’l%STABiLiT? MEASURES FOR

FDQMQ?ig s VINSTABILITY MEASURES FOR *,1944)

FM%?{gﬁﬁéi
FGRMATi* ‘VQRIﬁBLtgaa 31944}

"y13944)

{CV,.50Y)
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1200 FORMAT{? ?,7PERCENTAGE RANGE (PR} =%,F7.2]

1300 FORMATI(Y *,"AVERALE PERCENTAGE CHANGE APCl =73,F7.2,7 ArPCZ =%,
1F7.%,%  APL3 =%, F7.2]

1400 FORMAT{?! *,7HMOVING AVERAGE MEASURES MAZ =1,F7.2,' MAS =7,F7.2]

1500 FORMATIY 2,3(0PPOCK INDEX (CI) =7,F7.4]

L&00 EORMATLY ?,YYARIANCE = 7,D14.7,7 AVERAGE ABSCOLUTE DEVIATION = 7,
1DL4,77/7% 9,3 0EFFICIENTS OF VARIATION....¥18) = 1,F6.2,% S51{5) =7,
IF6.2:% ViD) = 1,;F6,.2:% S{D) = *,F6.2)

1610 FDRMATI707,  LINEARLY DETRENDED DATA®)

L1620 FORMATI{? 9, R=~SQUARED =% (F 7.4 2X:TF{1,8,12,%) =7,F9.4,2X,"DURBIN-U
LATSON D STATISTIC =73F7.4/)

1630 FORMAT{® 1,'EXPONENTIALLY DETRENDED QATAY)

1640 FORBATIY ¥

STOP
END

CALCULATION OF CDEFFICIENTS OF VARIATION

SUBROUTINE CVR{Z,M)
REAL®B 71301 M, XA{30) A7 ABSAL,Y1,Y2,CV1,CV2,50V1,SCV2,R2,F 9DH,RN
INTEGER®2 M, SW
COMMOM XA, B2 ABsACs V14 V2,CY1,0V2,SCVL,SCY2ZyR2F 5 DW 4Ny SH
¥1=0.0
Y E=0 L0
DO 100 1=1,H
V1=V1+7{13%2(1)

100 Y2=v2+DABS{Z{11)
RN=N
Y1=Vi/RN
V2=Y2/8&N
CY1=DSQRTIVLII/H
LY2=¥2 /M
SCY1=CY1/DSQRT(RN-1.0)
SCY2Z=CY2/12.0-2.0/RN)
CV1=LY1¥100.0
CY2=CYy2%100.0
SCYI=SCVLR100.0
SCY¥2=5CY2%100.0
RETURN
END

i

LIMEAR AND EXPUNENTIAL DETRENDING
SUBRCOUTINE DETRI{Z}
REAL®E 2%3033XAi30§sﬁ;AB;ﬁi;?lavzyCV1aCV2,SCVl?SQ?Z;RE,F,DNgC,D;
1E1301,6G{30),R8N
INTEGER#*2Z N,5SH
COMMOM XA, ALAB s ACsVI W20V 1a0V2 80V 1,80 V2,82,F+0WsMySHW
C=C.0
D=0.0
D0 100 I=1,NM
C=C+72{13%XA{1}
100 D=D+XA{I)%XA{1}
Yi=070
IF{SW.GT.0) GUTC 50
Y2=A8-Y1%A
50 IF{SW.ERQ,.0) GOTD &0
Y 2=A0~Y1%4
&0 00 110 I=1,H
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&0 I=14N
{visvlix{XA{l)xxXA{1)}
+E{ I)*EL{T}
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NI=E M)

Nl=N-1

0O 150 I=1,Nl

D=D+E{13%E{]]

EN={EL{I+1)~-E4{1))

L=C+RN#RN

OW=0/0

IF{SW.GT.0} GOTO 170

00 185 I=1+N
E{Ti={AB+Z{1}}-1y2+V1Ix{XA{I}+A))
IF{SW.EQ.03 GOTO 190

DG 200 I=14N
E111=DCXP{AC+Z {1 I-DEXP{VZ+VIX{XA{]}+A}}
Catl CvR{E.A8}

RETURN

END
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BFD (Burt and Finley Decompesition]

Descripticn

Derives 2 and/or 3 variable decomposition of gariznce in random identities
using Burt and Finley's method AJAE 50, 1968, 734-744 for row and linearly
derrended data. The program wili accept multiple data sets of up to 30
definiticnal {¥) variables with up o 3y obhservations pe

Input
Card Cols
1 1-80 Job title
2 i-Z Number of definitiouns o be decomposed in current
data set.
34 Blank
5-80 Data format, .2, {10F8.3) or {F15.4}
3 1-3 Mame of first definitional variable in data set (Y1)
5-10 Number of definitional variables entered {(see
explanatory note below).
11-12 Number of observatioms per wvariable
13-14 p2 = 2 wvariabie decomposition only required
03 = 3 variable decomposition only reguired
99 = both 2 and 3 variable decomposition required.
4 2t seq Data punched in time series form as per format gspecified on
card 2 {for order see nOL# below) .
Final Rlank to terminate job or Lo process further variable sets

repeat cards 1-4 above.

Explanatory Note

L4}

For a two variable decomposition only 02 should be specified im coiumn §5-10
f card 3. For decomposition of the revenus identity (revenus = outpuk x
price) the data will be in the form of wevenus Folleowaed by cutput; price will
he genserated by the program. For decomposition cf the putput ddentity
{poutput = acr=age x yield) the dats will be output followed by acreage har-
vested; yield will be generated by tha progran.

For a three variable decomposition only U3 should be specified in columns
9-10 of card 3., For decomposition of the revenue identity {revenue = &C¥eage
w« yield x price) the data must he revenus, followed by outpul, followed by
harvested acreage. Both yield and price will be gensrated internally by the

program.

For both a twe and three yariable decomposition of the revenue identity 23

twe ahd Lhnves Voo oo oo )
should be specified in columns 9-10 of card 3. Dara should be entered 1n the
order specified for rhe three wvariable dacomposition specified above.
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FalnoraM 70 DeRIVE 2 AND 2 VARITABLE DICOMPOSITION OF VARTANCE IN
TANDOM IDENTITIFRS USTNG EURT AND FINLEY®S METHOD {AJAE 509 1548,
7347447 FOR Kaw AND LINEARLY ULT?** £EC DATA
VERSION SEFTEMBER 1822
PROERAM WILL ACCEPT MULTIPLE CATA CSETS OF UP TO 300 Y VARTIABLES,
WITH UP 70 20 OBSERVATIONS FES YARTABLE
L BLANDFORT 3 DEFARTHENT OF FICULTURAL ECONOMICS. CORMELL UNIVERS
TTHACA N 145z 3
REAL*8 DATA{20e5 DI MYI32+5345T2{60+1129STR2(ED 2113987360411
1STO2{50433113 474322 STATL3048)
INTEGER=Z NPRODSMNCEDaNVAR s ASK 2 TNDZy IND3 s NNOBS 305402503
INTIGER = C&PuiES)yﬁAMEiID 23eMETO20304922 s NSTO3I (304923
DIMEASTION FHMTL1
REaD{B 400 }iﬁﬁ?gif3$1 1.8
WRITE{L+41021¢ RLATY 121200
WRITELS 43200
WRITELS 510D
FE Rﬁiﬁfﬁgﬁ?CEﬁFRQQaiFﬁTil3QI=191G§
IF{MPROD LEQL0F BOTO 108
DO 1 I=1460
DG 1 Jdz=liaeil
STZi19d3¥=0,0
STO24§7J3z0,0
ET31144350a0
1 STOE{Isd=0.e0
0 2 I=1as8
DG 2 Jd=1.NPR{D
2 STATTJL1 35040
IND2=0
IND3=0
Le=g
£3x8
DO A0 T=1sMNPROD
FEAD D820 INAMET T o) 32132 s NVARSNCUBS 9 A8K
NNOES{IX=NOEE
IFIA8K P02 oOR e ASKLES s 233 INDZoTIND2+1
IFIASKaE Qa2 s R+ ASKE Q230020241
IFIASK s EGalsURASKSEQ 233 INDI=TINNE ]
Ir A8 6ala0R aA%KaFEQ,23303=C3+1
OO0 5 J=31.32
5 T{d3=0.0
Do & Jdz=1 $MOERS
T =d
B TE3E13=T131y+70.03
TI333=T{31)Y/HORE
DO 7 Jz1.M0E2Z
T{JI=2T{d3=T{31%
T T{32¥=T0323+7{Jd3==22
Do 10 J=12302
GO 10 HK=145
DATA{JeX =00
10 DOMY LdeK =040
READ D FMTII(DATA{ oK) 9ud 13 NOBE) K142
IFINYAR TG 3YREAD IS oFMTYIDATA o3 e dT1 s NO

ITY



IF{NWAR. =G, 28070 20
DO 15 J=1 NGBS

13 DATALJL 4 =DATALI 23/ 0ATALY 3D

20 QQ 25 Wzl aNOBD

25 DATA{J»Tr=DATALSL13/70ATAS2)
o0 59 J:‘1;32

30 Duﬁ?ﬁda 3E0 R0
DO 3% =133
DO 40 KzleNDES
40 DDOMY L3 s J3=2DUMY
DOMY {31 203 =2D0MY
DO 45 KoisMIHS
45 DOMY IR s Ja=D8TA4IKs J3=DDMVI3T 4 J3
IF MY AR s Rl adlNDsdsr Qo3 OF o NVAP sT022 4 ANDaJENL43CG0TL 35
DG B0 K=1.M0BS
DOHMY {323 J=00MYI3 2,3+ DMV Ky w2

FleJy+DATALK Y
F14J3/NORS

SRH
3% {ONTINUE
DOMY §32 5 33=L0MYI2241) /NOES
IF (88K =2)58450450
55 CALL BF2YL(DDMYeNOESL572+027
DO 5 J=ial
535 NSTOZIINDZsJIzNAMELT9J2
IFTASH=33854565960
£0 Calh BF3V(DDMY4NIBE.3T3+03)
DG &Y Jd=1a2
61 NSTOITINDR L IoNAMELT ¢ U2
6% CALL DETEADIMY 3T 5TAT 4NOBS2ASK 1)
IFTASK=23T7075,70
T0 Cabl BFZYLDDMYNTHER8TL2.023
Co=CzZ+]
TF{ASK=3 380,80 47F
TEOCALL RFAVIODMYGNOBS.ST03403)
{3z=072s1
a9 COMNTINUF
IFIINDZ-Th000B0TG B2
WRITE(S 24207
Call DPRINTUST 24024 M3T02)
W ITELS 4607
CAall DPRINTISTDZLC2aMSTOZ:
85 IF{IRD3E.EG.036070 90
WRITE{E 4707
CAali DFRINTICTILC2aMETOES
HRITEAL{S s 450}
CALL DPRINTIZTIOR.L34N3TOI)
Call SPRINTINAMOSTATSANMUES HMPRODTS
99 LOMTINUE
G0TO 95
190 CONTINUE
430 FORMAT{Z20A4?
510 FORBATIY0?,4204413
420 FORMATITIZR2R4,1948)
430 FORMATIZL8312)
650 FORMATIY1%,9Twe VARTAPLE DECOMPOSITICKH COF VARIANCE = RAW DATA///)
460 FORMATI¥19,9Ty0 VARIARLE DECOMEQOSITION OF VARIANCE = LINEARLY DETF
1ENDED DaTar//73
470 FORMAT i?iﬁg*Twi#ﬂ YARTARLS DECNMPOSITION UF VARIANMCE =~ RAW DATRT//

73
G870 FORMAET{®P 1P, THAED VARIAELE DECCNMEOSTTION JF VARIANCE =~ LINE2ARLY Ot
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RETURN
END

THRFE VARIARLE DECONFOSITION

=L INCAR TERMZI//9

15 COMFUTED
{SECOND ROW) USER Y

YARIANMCE COMFC
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¥4 *FOR VA
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(My103 =22 1154 xX {45 xX{3143)

SUBRTUTINE EF3Y MySeM)

REAL#8 H{3230)s

INTESERSZ HaiM

DO B I=l.11i

00 5% J=1a.11

MEMIT9332048

szl .071M

GO 14 TI=1,

SH{H g33$S{M¢8}“A¢ViE%33*ﬁi794}ﬁ?€319§3
S{MsSITS{MsTF)=AnX (T3 02X {1953 «X (3144

SiMﬁlC§:5

S{Ms1135(Me1l 22X (T 33 %X L] s4318X{T45)

OO 20 ITlsN

S{Ms13T9 ¢T3 %X {31543 aX131,5)
Si{Mazr=X T783%A13193)%X421+5)
S{M, 3}”?%1;5}*X53193}*}i31943
S{M§§}325153}*311§4}*X§31§5)
S{Mam {30 aN{T 532X {31949
Siwggf:X{Iagﬁ*x{T95§*X§219%§

SeMsTIZX{T 33 xX T 443 # K417
Do 29 J=l.11
DO 20 K=isll

MEMT g KISMEM{daRI+A S {Ms S5 251

SEM,13¥ {32410
S{Maer=MEM{1s13
S{Me3I=MEMIZ22
S{MsBIMEMI3Z43Y
CEMaEITMEM{ 1422 eMEMIZ2 1)
S{Ma £YSMTIML 1,33 +MEMIG 1)
S§M93)3M5N42§3)+ﬁ5ﬁi3923
w#??—gau
’“@53 0.0
Doo2E IzmiaLll
Do 2% Jd=iall
SiMeHITHI{Ma I+ MEMIT sl
Lo 30 I=zZ2s7
S{Mys821=231{MaR3+584¥ 1)

MeK2

S{My11)=0ABSISIMT ~5{MaL1I/8(MeT)
S{M+L1ael 1 Y =DABS{S{Ma Ll ~3{ #3822/ 8{ Msl?

S{My &89S {MySI=S{MsB}
S{MaIDI=S{Ma1) =81 MsT 2

DO 25 I=Z294%
AzA+=S{M5I

0D 40 I5Z.8
S{M+1s135( M1/
RETURN

END

LINEAR DETHENDING

=

SUBRESUTINE CETREX 4TS aNaTa1

REAL28 YI3248)T{32)28030,

Iﬁ?{ﬁ?qﬁ" fNala

00 © Jdzle8
COVIdY=0,0
B{Jy=ls1

D¢ 130 J=1eh
00 1% K=islN

Gy gCOV{4Y B4 8 a3LN
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