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SCALE ECONOMIES IN RURAL WATER SUPPLY SYSTEMS
AND WATER QUALITY STANDARDS
OF THE U.S. ENVIRONMENTAL PROTECTION AGENCY
BY

RAMESH VAIDYA AND DAVID J. ALLEE*

I. INTRODUCTION
Managers of water supply systems in rural communities are faced with

meeting the cost of making major alterations to physical facilities for
improving the quality of water they supply. In the United States, there
are more than 34,000 rural community systems, each serving a population of
_at least 25 people. All are legally required to meet the quality
standards set by the Envirommental Protection Agency's interim primary
drinking water regulations. Typically, however, these rural systems lack
funds to invest in capital construction after operating and maintenance
costs. As a result, they rely-heavily on external sources of funds from
various government agencies and commercial markets. Yet, because of the
federal cutbacks in funding and the increasing costs of long—term
financing by issuing bonds, these sources of funding may disappear or be

severely limited.

* The authors are respectively Research Associate and Professor at the
Department of Agricultural Economics, Cornell University, Ithaca, New York
14853. They are indebted to Joe D. Francis for valuable suggestions and
for permission to use the rural water survey data from the Natfonal
Statistical Assessment of Rural Water Conditions. They are thankful to
Bruce L. Brower for his help in transforming water quality data from the
household level to the water system level. They are also grateful to Anne
E. Johnson for editorial help. Financial support from Cornell
University's College of Agriculture and Life Sciences is gratefully
acknowledged.



The general purpose of this study was to explore ways of improving
the quality of rural water without adding to its cost. In specific the
study examined a number of rural community systems in operation to
discover (1) whetﬁer the average cost of producing water tended to be less
for large systems, (2) whether such scale effects were large emough to
mitigate the scale diseconomies likely to occure because of decreasing
customer density as service areas expand, and (3) whether sufficient
margin will remain for improving the quality of the water produced without
escalating the cost. The scope of this study was limited to systems
serving more than 25 people or 14 customers since these are the ones for
which the EPA regulations are legally binding.

The hypothesis to be tested in this study is that, by maneuvering
policy variables concerning the implementation characteristics of the
water systems, it is possible to improve the quality of water produced by
rural water systems, both existing and plarned, without escalating costs.
The policy variables postulated are (1) the size of a system, (2) the

population density of the service area, and (3) the type of system
ownership.

This study was built upon a national level data base developed in
1978 by an EPA sponsored research project at Cornell University entitled,
The National Statistical Assessment of Rural Water Conditions (NSA). 1In
that data base, data were available for 800 of an estimated 34,014 rural
community water supply systems. Production costs were estimated by using
both an accounting and an economic method. In the former method, the
production cost was estimated as the sum of the debt retirement expendi-
tures and the operating and maintenance costs incurred in 1978, TIn the

latter, production cost was estimated as the sum of the resource input



costs standardized to the 1978 prices. Two sets of average production
costs were computed from each of these estimates; one uses the annual
volume of water produced as a base, the other uses the number of customers
served as a base.

Following these estimation multiple regression techniques were used
to clarify the relationships between the average cost and the policy
variables consisting of the size of the system, the population density of
the service area and the type of system ownership. Water quality
improvement was also introduced as an explanatory variable, In addition,
three other explanatory variables which have limited maneuverability but
do influence production costs were included: the region of a water
system's location, the source of water and the system utilization rate.
The results of these analyses were then used to discuss (1) the
relationship between the average cost and the water gquality improvement,
and (2) the role of the three policy variables in improving water quality
without escalating cost.

The presentation of this research is organized along the following
lines. The main objective in Section II is to develop an analytic frame-
work for finding out how the process of providing drinking water services
is carried out by rural water systems. Section [IT describes how such a
process is undertaken in the U.S. by using that analytic framework.

Then, Section IV presents an analysis for investigating if there are
.better alternatives to what is being done and what they are, if any.
Next, in Section V, discussions are conducted regarding why these better
alternatives can or cannot be used. TFinally, the conclusions and policy

implications of this study are presented in Section VI.



II., A FRAMEWORK FOR ANALYSIS
The Conceptual Framework
The conceptual framework used for analysis is presented in Figure 1

and described in the following paragraphs.

Policy Water
Variables Quality
—<— | Improvement

———= | Technology

Other
Explanatory
Variables Cost

Figure 1. A Conceptual Framework for Cost-Quality Analysis

The primary goal of rural water systems is to provide drinking water
services whose quality has been improved to the standards set by the EPA's
interim primary drinking water regulations. The achievement of this goal
is accomplished through variocus alternative modes or technologies of
supplying drinking water which can be expressed in summary form as the mix
of such resource inputs as capital investment requirements, labor, energy
and chemicals. Because the choice of technology is semsitive to the
characteristics of the system, e.g., the system size, there is room for
discretion and for policy variables which can influence the mode or
technology by which the system functioms. In other words, these policy

variables can influence the cost of production, because the cost is



nothing but a sum of the resource inputs weighted by their prices. It
may, therefore, be possible for systems to attain the level of water
quality improvement required by the EPA without escalating the average
cost of production if apéropriate policy variables can be identified and
maneuvered,

Three policy variables were identified for the analysis: (1) the
size of water systems, (2) the population density of the service area, and
(3) the type of system ownership. In addition, three other explanatory
variables were identified which also influence the choice of technology
and subsequently the cost of production, but maneuverability of these
variables appeared to be marginal: (1) the region of a system's location,
(2) the source of water (which explains differences in investment cost for
storage facilities for different water sources such as ground or surface
water), and (3) the utilization rate of the system's capacity measured as
a ratio of the average daily production level to the design capacity

(which explains short-run scale economies).

Measurement and Estimation of Production Cost

The crucial part of exploring interrelationships among the water
quality improvement, the policy and other explanatory variables and the
production cost 1ies.in the measurement and estimation of the quality

improvement and the cost.



Production cost has been estimated by two methods, the accounting and
the economic.

In the accounting method, the production cost is measured by the
annual expenditures of a system.l Such expenditures consist of operL
ating, maintenance and debt retirement costs. In the National Statistical
Assessment data base, data were available for estimating production cost
by this method for 614 out of the 800 systems,

However, the production cost estimates prepared by this method had a
number of limitations. First, the accounting method did not fully
consider the replacement cost of the water system. The replacement cost
is typically accounted for by including the deprectiation cost in constant
dollars in the estimates. It is expected that the accumulated deprecia-
tion reserve would equal the replacement cost of equipment and structures
for the water system at the end of their productive life cycles. Second,
the accounting method underestimated the capital cost for systems that

funded their facilities partly by government grants or by the systems’

internal reserve funds.

lpor example, the accounting method in D, V. Bourcier and
R. H. Forste, Economic Analysis of Public Water Supply in the Piscataqua
River Watershed, (Durham: Water Resources Research Center, University of
New Hampshire, March 1967),




Becauée of these limitations of the accounting method, in addition to
this we have choéen to estimate cost by an alternative method--the
econoﬁic method. In this method, the mix of the resource requirements for
production were identifigd and productiqn costs estimated by summing them
and weighting them with their respective unit prices.2 In this context,
the resource inputs of concern are the (1) capital consisting of
structures and equipment, (2) labor, (3) chemicals, (4) energy, and
(5) administration and manaéement,3

The capital input co#t was calculated by multiplying together the
construction cost of a system and the capital recovery factor, which is a
function of the interest rate on capital loans and the depreciation period
of structures and equipment. The capital cost thus included both the
replacement and the interest cost components, The capital costs thus
estimated were already standardized, because the construction costs used
to estimate them were all standardized to 1978 by using price deflators
for water supply facilities construction, and because the capital recovery
factor using a constant depreciation period and interest rate was used for

all systems.

2E.g., R. B. Johnson and W. P. Hobgood, Jr., A Cost Analysis of Rural
Water Systems in Louisiana, DAE Research Report No. 483 (Baton Rouge, LA:
Dept. of Agr. Econ. and Agribusiness, Louisiana State Univ. and Agr.
and Mech. College, May 1975); and, US Environmental Protection Agency,
Managing Small Water Systems: A Cost Study,? volumes (Cincinnati, Ohio:
Municipal Environ. Res. Lab., September 1979.

31n US/EPA, op. cit., vol. 1, pp. 111-112, the cost proportions of
these inputs have been estimated as the following for a typical water
supply system with an average daily production of revenue producing water
equal to 1.2 million gallons: {(in percent)} capital, 39, administrative
and management cost, 25; labor, 22; energy, 11; and chemicals, 3.



This capital cost was added to the operating and maintenance cost in
the NSA data base to obtain the production cost estimates by the economic
method. The annual operating and maintenance (0&M) expenditure included
the costs of labor, chemicals, energy and administrative inputs. The
major limitation of the estimates developed by the economic method,
however, was that this method required the construction cost data for
systems which were available for only 99 out of the 800 systems. As a
result, the number of observations was reduced from the 614, available for
the accounting method estimates, to 99 for the economic analysis? Thus,
separate analyses were conducted using cost estimates from both methods teo

disclose relative strengths and weaknesses of the results produced.

Measurement of Water Quality Improvement

Water quality improvement is commonly measured for each contaminant
as the difference befween the contamination level in the finished water
and that of the untreated water.’

Unfortunately, the NSA base included data for only the finished water
quality. Therefore for presenting the quality of raw water this study
uses two surrogate variables: the source of raw water and the region of
the system's location. As a result, we will be considering these two
surrogate variables along with the contamination level of finished water

for each applicable constituent,?”

4EPA, op. cit., Vol. 1, pp. 142-147,

SFor example, the contribution due to the water quality improvement
in the total average production cost, ¢, will have three parts which can
be demonstrated as follows:



In our data base, there were two alternative sets of data available
for the bacteriological and chemical constituents of the finished water:
(1) the data from the test performed on the water just before it is trans-
mitted from the systems to the households, and (2) the data from the test
of water samples collected from the households conmected with these
systems. -

A choice of data set from these two alternative sets should consider
the error that may be introduced when the water samples from different
sources are tested in a large number of laboratories for the same con-
stituent, e.g., lead. Recently, it was contended that the interlaboratory

bias in measurement is large in the scientific testing of constituents

Let water quality improvement for the total coliform, q = the finished
quality for that constituent, ¢ - the raw quality, qj.

Also, let qi = f (source of water(s), region of location (r)).

d
1 3(%s-%)

Therefore, %E- 69 » 8¢ G(qf—f(s,r))

4 3 (T£-94)

=3¢ s9p 8¢ sg(s,r).
3 (£-91) 5 (1g-91)

Since, § £(s,r) = %g $s + %{-5r, substituting for §f(s,r),

dc 8q _ B¢ 6qg _ ac af 5s

’e 3(9g-94) 3(9g-9i) 9°

_3¢c  3f gy

5(qg-93) 9



from the samples of air or water.® Such bias can be minimized by
choosing a data set obtained from tests conducted in a minimum number of
laboratories. We, therefore, chose the data set based on water samples
collected from the households. For the preparation of this data set, the
water samples were tested in not more than five laboratories and the test
for a specific constituent, e.g., arsenic, was conducted in not more than
two laboratories. 1In contrast to this, the former data set was basad on
the records of the community systems themselves and thus the number of
laboratories that performed those tests may be as large as the number of
relevant test laboratories in the country.

In the household data set, data were available for 1169 households
connected to 800 systems, which includes the 614 systems for which cost
estimates can be made. When viewed from the system end, there were 549
systems with data on one household each, 186 with two households each, 43
with three, and 22 with three to nine each. For the 549 systems with data
on one household each, the household data were considered as a surrogate
for the system data, For the other 251 systems with data on more than one
household, averages of the household data were calculated and used as |
proxies for the system data.

Some error may occur from using household water quality as a surro-
gate for system quality because some additional contaminants may be mixed
with the finished water because of bad plumbing within the households,

If contaminated plumbing becomes an important factor, water quality of

different households connected to the same community system will vary.

63. s. Hunter, "The National System of Scientific Measurement,"
Science 210 (November 1980), pp. 869-874.
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In its primary drinking water regulation, EPA identified twenty major
constituents that are serious threats to health.’ EPA established
mandatory requirements that the maximum contaminant levels (MCL) of these
constituents not exceed specified limits. These limits are legally
enforceable for water supply systems serving populations greater than or
equal to 25 persons or for sfstems with connections to 15 or more. In
addition, in its secondary drinking water regulations EPA recommended
limits on the levels of specific concentrations for five constituents
considered to be of minor or uncertain health effects, but important from
laesthetic and economic points of view.® Data were available for 1167
households conmected with the 800 community systems for all the five
secondary constituents and four out of the 20 primary constituents; those
four constituents are: 1) total coliform bacteria, 2) nitrate-N, 3) lead,
and 4) turbidity. In addition, data are available for a larger number of
constituents for a limited number of households, about 10 percent of the
1167 households that are connected with 122 community systems. Such data
are available for all the primary and secondarylconstituents except the
following four: 1) endrin, 2) toxaphene, 3) 2,4~D, and 4) 2,4,5-TP.

Regérding the number of constituents to be included for analysis, two

separate analyses have been carried out: one including the data for four

71) Total coliform bacteria, 2) nitrate-N, 3) lead, &) arsenic,
5) barium, 6) cadmium, 7) chromium, 8) mercury, 9) selenium, 10) silver,
11) fluoride, 12} turbidity, 13) endrin, 14) lindane, 15) methoxychlor,
16) toxaphene, 17) 2,4-D, 18) 2,4,5-TP, 19) gross alpha radioactivity, and
20} gross beta radioactivity.

8These five constituents are: sulfates, iron, manganese, color (due

to dissolved organic matter), and total dissolved solids {(consisting of
inorganic salts).
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primary and five secondary constituents for all the systems; and the other

including the 16 primary and the five secondary omes for 122 systems.

Measurement of Explanatory Variables

Unlike the water quality improvement, the measurement of explanatory
variables was straightforward and was divided into two groups: 1) the
policy group which includes the variables that can be maneuvered by the
systems, and 2) the other variables group which consists of the ones that

cannot be easily maneuvered,

Policy Variables: These variables included the size of a system, the
population density of the area served, and the type of system ownership.
In the literature, the size of water supply systems has been measured by
the volume of water produced and by the number of customers served. Some
studies have used either of the two in their analyses,9 while others
have used both.l® For examining scale economies, the quantity of
water produced 1s the appropriate measure of system size. Because the
data on the number of customers served typically exclude the distribution
of customers between residential and nonresidential users, the number of
customers may inaccurately reflect system size.

Closely linked to the size of a system is the size of the area over
which a system provides its service, Such a size of a water supply system

would have been reflected best by (a) the transmission distance between

IBourcier and Forste, op. cit,

104, B. Daugherty and J. D. Jansma, "Economies of Size Among
Municipal Water Authorities in Pennsylvania," Southern Journal of Agri-
cultural Economics 5:2(December 1973), pp. 1-6.




the site of acquisition and the centroid of the service area, and (b) the
population served per square mile in that area. In our data base,
however, neither of these types of data were available. Rather, the
number of connections served was the proxy for the population served and
the miles of pipeline laid was the proxy for the service area. The best
approach would have used the miles of pipeline laid in two different ways:
a) the miles of pipeline between the acquisition site and the centroid of
the service area as a measure of the transmission distance, and b) the
number of connections divided by the miles of pipeline in the distribution
network for the service area as a measure of the customer density.
Unfortunately, data were not available for attributing the miles of
pipeliﬁe between the transmission length and the distribution network.
Because of this lack of data, a modified measure of customer density was
developed where the density was calculated as the number of connections
per mile of pipeline and the length of pipeline used in the denominator
included both the transmission and distribution stages.

The type of system ownership variable in this framework influences
the average production cost because of differences in policy and
management aspects rather than economic or technical aspects. In the case
of rural water supply, in addition to the public and private profit
systems, there is a third important group consisting of individual owners
and cooperatives running not-for-profit systems. These were classified as

private nonprofit systems.
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Other Explanatory Variables: In addition to the three variables that are
amenable to policy maneuvering, there are three other explanatory
variables that also influence cost but are relatively difficult to
maneuver, They are: 1) the region of a system's location, 2) the source
of water, and 3) the capacity utilization rate of a system.

The region of a system's location was divided into four geographical
categories: 1) Northeast, 2) Northcentral, 3) South and 4) West. Next,
the source of water was classified as either ground or surface. Finally,
the capacity utilization rate, a continuous variable unlike the other two,
was measured as the percentage ratio of the average daily production level

of a system to its design capacity.
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III. PRELIMINARY ANALYSIS OF THE CONCERNED VARIABLES

In this section, preliminary analyses will be conducted for the
independent and dependent variables identified during the preparation of
the analytic framework in the preceding section. The primary objective
here is to determine the status of rural water systems in regard to
finished water quality, production cost and several implementation
characteristics. This preliminary analysis will be followed by a multiple
regression analysis in the subsequent section where the objective will be
to examine whether better alternatives are available to the present mode
of providing services by rural water systems.

The presentation in this section will start with analyses of several
variables concerning the implementation characteristics of the systems by
dividing them into two groups: (1) those which are amenable to policy
" maneuvering for controlling their influence on production cost, and
(2) those which are not maneuverable. These will then be followed by
examinations of the status of the quality of finished water and the

production costs of water.

Policy Variables
The three policy variables of concern are: (1) the size of a system,
{2) the customer density of the service area and (3) the type of system

ovnership.

The Size of Systems: Two ways of measuring size are by the number of

connections, and by the average daily volume of water produced. We will

present data for each of these.



The population served by a water supply system often influences the
decision on the design capacity of the system and in turn on the produc-
tion cost of water. Since data were not available on the population
served by each system, the number of connections served was considered
as its proxy. The limitation here is that the customer served by a
connection may be an industrial, a commercial or a residential customer.
According to the data gathered from cases representing a population of
34,014 systems, the median and mean number of connections are respectively
63 and 253. The number of connections at the 99th percentile is 2,500 and
that at the 75th percentile rapidly drops down to 250. The mode is 20
connections which is very close to the minimum number of connections for
qualifying to be a community system, 13.

Next, the average daily volume of water produced by a system is
typically used as an indicator of the size of a water supply system. As
discussed earlier, a gallon of water produced often is a better indicator
of the system size than a connection served, because the customer served
by that connection may consume gallons of water over a wide range depend-
ing upon its use, industrial, commercial, or residential. However, data
on the average volume of water produced are more difficult to obtain
compared with that on the number of connections. In our data base, such
data were available for only 65 percent of the systems in the population.
The median and mean average daily volume of water produced were 0.04 and
0.44 million gallons, respectively. The average volume was 11 million
gallons per day (MGD) at the 99th percentile and quickly dropped to 0.14
mgd at the 75th percentile. The mode was 0.002 mgd, close to the 10th

percentile average volume.
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Connections per Mile Pipeline as Proxy for Population per Square Mile:
Data were available to calculate the customer density for 74 percent of
the systems, The median and mean values were 30 and 40 connections per
mile, respectively. The 99th percentile was 186 connections per mile and
the minimum value was one connection per mile. The mode, 25 connections
per mile, was close to the median value. For most of the systems in our
data base, the margin of error may be minimal for including both the
transmission and distribution pipelines in the denominator while
calculating the customer density. The transmission length is probably
'only a small proportion of the total pipeline length for systems because
the number of connections per mile of total pipeline was as low as 25 to
40, and the source of water for such systemé was probably ground water
acquired from within the service area.

Type of Ownership: 1In our data base, the private nonprofit system was the
largest ownership category, 43 percent. This type was closely followed byr
the public ownership category, 38 percent, with the remaining 19 percent

under private profit ownership.

Other Explanatory Variables

Besides the policy variables discussed so far, there are three other
explanatory variables. They are: (1) the capital utilization rate,
2) the source of water, and (3) the region of location.
The Capital Utilization Rate: Even the highest value of the average daily
volume of water produced was typically 15 to 25 percent below the design
capacity, the maximum daily volume producible. The margin was left mainly
for fire protection purposes. In addition, the average daily volume pro-—

duced was often much lower than the highest possible value after putting



-aside the fire protection margin. The capital utilization rate was one

indicator of the level of utilization of a water supply system and was
measured by the percentage ratio of the average daily. volume of water
produced to the maximum daily volume of water a system can produce. This
utilization rate primarily reflects the short-run scale economies for a
system, In an analysis involving a large number of systems operating at
various capital utilization rates, it becomes necessary to consider both
the average daily production volume and the utilization rate, because even
though daily production volumes are similar for two systems the one
operating at a high utilization rate is more likely to be incurring low
average production cost.

The capital utilization rate was calculable only for 48 percent of
the systems in the data base. As discussed earlier, the average daily
volume was known for 65 percent of the systems, but the maximum daily
volume was known only for 49.5 percent of the systems. Furthermore, 1.5
percent of the systems had to be weeded out for this computation because
of data~reporting errors showing such capital utilization rates higher
than 100 percent. The computations indicate median, mean and mode values
of 31, 35 and 33 percent, respectively. Although some systems reported
data showing a 100 percent capital utilization rate, the 95th percentile
was 81, the rate systems operating at the highest capacity should have
reported after leaving out the fire protection margin.

Source of Water: The average cost of water is also influenced by the
source of water. The primary sources are surface and ground. Since the
~aquifer itself acts as a storage reservoir for ground water, the capital
cost for construction is typically lower for ground water systems. The

operational cost of pumping may, however, make the energy cost higher for
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ground water systems. Also, both the capital and operating costs are
"lower for ground water systems because they are typically not contaminated
with bacteriological constituents and industrial waste. It seems,
however, that the ground water systems may not be able to supply water for
service areas with large populations. Nevertheless, ground water was the
principal source of supply for the systems in our data base because they
are mainly rural systems except for cases where rural systems have
regionalized with nearby urban systems. According to the data base, 82
percent of the systems have chosen ground water supply and 11 percent have
selected surféce water. In addition, 10 percent of the systems have
purchased treated water from other systems and managed only distributionm.
It is not known whether the purchased water comes from the ground or the
surface. These percentages add up to more than 100, because some systems
have used more than one of the three sources; for example, ground water
supplemented by purchased water during the seasons of high water usage,
generally summer.

Region of Location: In addition to the source, the quality of raw water
depends on the geographic region from which it is acquired, and this
quality ﬁltimately influences the cost of treating it to produce finished
water. In our data base, 12 percent of the systems are in the north-
eastern and 18 percent in the western regions. A much larger percentage
of the systems are from the southern and north-central regions, 41 percent

and 29 percent, respectively.

Water Quality Improvement
The quality-related factor that influences average production cost is

the difference in water quality between the raw and finished water as a



- 20 -

result of subjecting the raw water to various treatment processes. Since
about 36 percent of the systems did not treat their water at all, our
concern from the cost analysis point of view was with the remaining

64 percent of the systems that did treatr water and accomplished various
levels of quality improvement,

For analyzing the improvement attained, we needed to know the quality
of both finished and raw water. However, quality data for raw water were
not available. The collection of such data was not within the scope of
the original purpose for which the data base was established. Assuming
raw water quality to be determined mainly by the source of the water and
the location of its acquisition, the level of quality improvement was
analyzed using a cross-tabulation of the finished water quality by the
source of water and acquisition location.

Such a creoss—tabulation will be presented for each of the two
separate measurements of the finished water quality, the laboratory
test-based objective measurement and the users' subjective measurement.
Objective Quality: The concern will be mainly with the bacteriological
and chemical constituents which have been identified by the Environmental
Protection Agency as serious health threats and for which that agency has
set up legally enforceable maximum contaminant levels (MCL). Also of
concern will be a number of chemical constituents that have been judged
to have minor or uncertain health effects but are of importance from
aesthetic and economic points of view. For these constituents, EPA has
recommended maximum contaminant levels, For the purposes of analysis
here, we need to know if there is sufficient variation among the contami-
nation levels of treated water by each constituent for systems within a

specific region, and using a specific source of water. If such variation



exists, the differences in the water quality improvements among the water
supply systems could be used to analyze which Ffactor explains the
variations in the average production cost of water.

To recapitulate the status of the data base, data are available for
the total coliform, nitrate-N, lead, turbidity, and all the secondary con-
stituents for 21,979 systems that treated water out of a total population
of 34,014 systems. But, for the remaining primary constituents, data are
available only for a sample of 2,572 systems that treated water. How-
ever, this difference is not significant for discussions in this section,
because the major criterion of classifying systems for each constituent is
whether the contaminant level for the water produced by a system is less
than, equal to or above the MCL. The divisions of systems between these
two categories are expressed in percentages and are presented in Table 1,

According to this classification, the data on barium and chromium
contamination levels will not be helpful in explaining production cost
variations, because for the 2,572 sampled systems, the contaminant levels
of these constituents are less than the MCL values, For both ground and
surface water sources in each of the four regions, almost all the systems
have contamination levels of selenium and fluoride below or equal to their
MCL values. The constituents whose data may be the most helpful in
explaining cost variations are total coliform, mercury and lead in the
primary constituents group and iron, manganese and the specific conduct-
ance or the dissolved solids, in the secondary constituents group. The
remaining constituents may be included in the regression equatiom, but
they may be of limited help; these are nitrates, turbidity, cadmium and
silver in the primary constituents group, and sulfates and color in the

secondary constituents group.
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Table 1. Crosstabulation of Finished Water Quality (Objective) for Rural
Community Systems That Treated Their Water, by Source of Water
and by Region, Percentages, 1978

Ground Water Surface Water
North~ North North- North
east Central South West east Central South West

Primary Constituents (21,979 systems)

Total -

Coliform :0% 86 79 68 84 49 93 89 44
i1 14 21 32 16 51 7 11 56

Nitrate-N :0 100 96 99 98 100 77 160 100
i1 0 4 1 2 0 23 0 0

Lead 10 93 90 85 70 96 88 91 96
:1 7 10 15 30 4 12 9 4

Turbidity 10 99 90 100 100 100 96 81 95
:1 1 10 0 0 0] 4 19 5

Primary Constituents (2,572 systems)

Arsenic :0 100 33 100 100 100 100 100 100
:1 0 67 0 0 0 0 0 0
Cadmium :0 160 96 72 100 100 88 100 100
:1 0 4 28 0 0 12 0 0
Mercury :0 31 33 71 96 68 88 72 0
11 69 67 29 4 32 12 28 100
Selenium :0 100 96 100 96 100 100 100 100
:1 0 4 0 4 0 0 0 0
Silver :0 100 100 100 24 100 100 66 100
:1 0 0 0 76 0 0 34 0
Fluoride :0 100 93 98 100 100 100 100 100
:1 0 7 2 0 0 0 0 0

Secondary Constituents (21,979 systems)

Sulfate :0 100 85 91 87 100 100 100 97
:1 0 15 9 13 0 0 0 3
Iron :0 93 74 85 100 57 96 71 95
:1 7 26 15 0 43 &4 29 5
Manganese :0 92 66 89 93 86 84 68 100
:1 8 34 11 7 14 16 31 0
Color :0 100 97 99 100 67 100 82 95
:1 0 3 1 0 32 0 18 5

Specific
Conductance :0 61 18 50 69 98 92 82 28
:1 39 82 50 31 2 8 18 72

* 0: less than or equal to the maximum contaminant level allowable
(primary) or recommended (secondary).
1: greater than the maximum contaminant level allowable (primary) or
recommended {secondary).
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The data presented in Table 1 also demonstrate the importance of
using the source of water and the location of region as dﬁmmy variables in
the same equation to serve as the proxy for raw water quality. The
importance of the source of water in influencing the finished water
quality is clearly seen in the cases of the total coliform, mercury and
the total dissolved solids. For these three constituents, the percentage
of systems with finished water quality above, below or equal to MCL levels
changes drastically depending on the source of water. For example,

86 percent of the ground water systems in the Northeast have the total
coliform count less than or equal to MCL while only 49 percent of the
surface water systems in the same region have similar results. For
mercury, the results appear even more prominent; for all the regions
except the South, the percentage of systems that satisfy the MCL
requirements changes from relatively low to high values or vice versa as
the source of water changes from ground to surface, Similarly, the
percentage of systems meeting MCL levels becomes high or low for the total
dissolved solids as the source of water changes for the North Central and
the Southern regiocns.

The location of the system appears to be a less important influence
on finished water quality. There are, however, a number of cases where
its importance is seen. For example, the number of ground water systems
that met the MCL requirements for mercury is 71 percent of the sampled
systems for the South compared to 31 and 33 percentages in the Northeast
and the North Central, respectively. The percentage is even higher for
the West, 96 percent, but it is difficult to say how much of this is due
to the source and how much due to the location, because such a percentage

changes to zero for the surface water systems.
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The systems serving purchased water were not included because their
original source of raw water, ground or surface, was unknown.

Subjective Quality: As an alternative to the laboratory test data for
finished water quality, the users' perceptions may also be useful for
explaining production cost variations due to water quality improvement.
The assumption here is that the better the users' perceptions of finished
water quality within a specific region for a certain source of water, the
higher will be the treatment cost and thus the production cost. This
assumption, however, has two limitations which should be considered while
interpreting this.data. First, users typically judge water in terms of
palatability. Yet the purest water is not necessarily the most palatable.
Distilled water, for example, is generally unpalatable. Second, treatment
of water often produces certain unpalatable characteristics during the
process of eliminating contaminants. Chlorine treatment, for example,
_produces an unpleasant odor,

Five characteristics have been identified in the NSA data base for
subjectively evaluating finished water quality: taste, smell, clarity,
color and sediment. These characteristics are classified into six
categories that range from complete absence of that characteristic to
constant presence. For example, for the taste characteristic, they are:
never .any taste (coded as 0); generally no taste (1); occasional slight
taste (2); prevalent taste (3); generally strong taste (4); and constant
strong taste (5). Data for classifying finished water quality into ome of
these categories are generated from various combinations of the qsers'
responses to two questions dealing with the presence or absence of the
characteristic and its frequency of occurremce for a period extending up

to one year from the date the interview was taken.
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These six categories have been regrouped into two classes for the
specific purpose of determining whether the data on any of these six
characteristics will be helpful for explaining production cost variations.
The two categories are: complete absence of a characteristic coded 0 and
presence of the characteristic with varying frequencies of occurrence,
coded 1, Table 2 presents a crosstabulation for these characteristics
based on the two-class method by the source of water and by the region of

location.

Table 2. Crosstabulation of Finished Water Quality (User Perceived) for
Rural Systems That Treated Their Raw Water, by Source of Water
and by Region of Location, Percentages, 1978

Ground Water Surface Water
North- North North- North
east Central South West east Central South West
Taste 10%* 33 53 43 36 29 4] 68 80
11 67 47 57 64 71 59 32 20
Smell :0 66 76 68 59 28 50 59 18
11 34 24 32 41 72 50 41 82
Clarity :0 84 61 58 59 29 74 54 90
:1 16 39 42 41 71 26 46 10
Color :0 74 65 70 97 37 70 78 30
11 26 35 30 3 63 30 22 70
Sediment :0 84 75 58 95 66 57 82 24
11 16 25 42 5 34 43 18 76

* 0: less than or equal to the maximum contaminant level allowable
(primary) or recommended (secondary).
1: greater than the maximum contaminant level allowable (primary)} or
recommended (secondary).
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All five quality characteristics have water supply systems dis-
tributed between the two classes. They are also close to one~half each
in most cases, This is quite different from the distribution observed
for the laboratory tested quality data. It seems, therefore, that the
perceived data may be helpful in explaining cost variations within the
limitations discussed earlier,

The data also reinforce the fact that variation in finished water
quality depends on the source of water. For smell, clarity, cpoler and
sediment in the Northeast, the percentage of the total number of systems
below or equal to MCL in each class changes from relatively high to low
values as the source of water changed from one to another. Similarly, in
the West for all the characteristics except clarity, such percentages
changed directions from high to low values or vice versa.

Across the regions, the change in the percentages within each class
appear relatively less prominent. The Northeast had less percentage in
the absence of taste class compared with the other regions both for the
ground and surface water sources, But in other cases it is difficult to
attribute the percentage differences between the raw water source and the
region of location. Because of this problem, we cannot say that the
region of location is not important. Therefore, during the regression
analysis the region variable may be a useful one to include as one of the

proxies for raw water quality.

Average Cost of Production
Average cost of production was computed from the data available in
the data set by using two different bases, the volume of water produced

and the number of connections served by the water supply system. The
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total cost of production was estimated by two types of techmiques, the
accounting method and the economic method. We, thérefore, have two
estimates each for the average cost with each basis.

Volume-Based Average Cost: Table 3 presents summary statistics for the
volume-based average cost estimates computed by using the two techniques.
For the estimate prepared using the accounting method, the results were
based on the data for 12,936 out of 34,014 systems; for the remaining
systems, data were missing for one or more items necessary for the estima-—
tion. Similarly, for the economic method estimate, the results were based
on the 2,964 (out of 6,788) systems that were able to provide original
construction cost information.

For comparison between the cost estimates made by the two techniques,
estimates have been prepared using the accounting method on the same 6,788
systems that were able to provide the original comstruction cost informa-
tion necessary for the estimation by the economic method (Table 3). The
mean value of the cost estimate prepared by the economic method is 2.65
times that prepared by the accounting method. Similarly, the median and
mode also have values larger by 2.39 and 2.89, respectively, for the
economic method,

There are a number of reésons why the cost estimates of the economic
method are larger than those of the accounting method. First, the
accounting method does not include the depreciation cost of the water
system in constant dollars. In the economic method, such a cost has been

included by assuming a depreciation period of 50 years.ll This

11 The depreciation period suggested for water supply systems
varies from 40 to 67 years. In Johnson and Hobgood's study of rural water
systems in Louisiana, a depreciation period of 40 years has been used. In
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depreciation cost is included to provide for the replacement of worn-out

equipment and structures. As a result, the depreciation cost item of the
capital cost component provides for funds for an ongoing water supply

service.

Table 3. Average Cost of Water Production for Rural Community Systems,

1978
Accounting Economic
Method Method
Total Number
of Systems 34,014 6,788 _ 6,788
Number of
Systems Used 12,936 2,884 2,964

(1978 dollars per thousand gallons)

Mean 1.40 1.62 4.30
Median 0.89 1.14 2.73
Mode 0.33 0.59 1.59
Standard

Deviation 2,20 1.68 4,66

Coefficient of
Variation 1.57 1.04 1.08

In the accounting method, the debt retirement cost for the funds
obtained as loans does typically include a component for the retirement
of the principal sum. Nevertheless, the accumulated amount of such a
principal retirement component is much less than the replacement cost,

especially during the periods of high inflation rates, because this

U.S8. Treasury Department/Bureau of Internal Revenues, Bulletin "F":

Income Tax Depreciation and Obsolescence, Estimated Useful Lives and
Depreciation Rates (Washington, DC: Government Printing Office, 1948),

p. 67, 67 years has been suggested as the average life of typical plant
and system, Finally, 50 years has been recommended as system life in U.S.
Treasury Department/Internal Revenue Service, Depreciation:; Guidelines
and Rules (Washington, DC: Government Printing Office, 1962}, p. 21. We
chose a period of 50 years because rural systems have less sophisticated
structures compared with typical water supply systems which include a
population of both urban and rural utilities.




- 29 -

component is not adjusted for price increases between the year of water
system construction and each year of debt retirement, In contrast to
this, in the economic method, both the depreciation cost and the interest
cost components are adjusted for such price increases.

Next, the accounting method does not include the opportunity cest of
the capital investment in structures and equipment from government grants
and from the system's internal reserve funds, where such cost is the
return foregone from alternative investment. For the purposes of calcu-
lation, the long-term government bond yield for 1978, 7.9 percent, has
been chosen as the interest rate. This rate appropriately represents the
rate of return the systems could have received by investing in an alterna-
tive, long-term investment instead of investing in the water systems.
Moreover, it represents the rate the government pays to borrow from the
public and is therefore an appropriate measure of the cost of its grants.

Furthermore, the 7.9 percent rate has been used to calculate the
interest component of the capital cost for public and private
interest—-bearing sources. First, to make the capital costs comparable
with each other, it was necessary to choose a standard rate for all the
systems instead of using the various rates actually paid. (When stand-
ardized for 1978 by using the long-term government bond yielde, the mean
values of borrowing costs for all systems were 6.4 percent for EDA loans,
7.2 percent for FmHA loans, 7.4 percent for municipal bonds and 9.8 per—
cent for commercial loans.) Second, the a}ternative cost foregone for the
capital loan available is not the cost systems pay, because these costs
are subsidized by the government either directly through low interest

loans or indirectly through federally guaranteed bonds. It is the highest
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alternative cost foregone for long-term capital loans issued in 1978

that should be used for our calculations. The appropriate rate is thus
7.9 percent.

Number Of Connections—~Based Average Cost: Table 4 presents summary
statistics for the connections—based average cost estimates prepared.by
using both the accounting and the economic methods. For the accounting-
method estimate, the results were based on the data for 18,731 out of
34,014 systems; data were missing for ome or more items necessary for this
estimation for the remaining systems. In addition, estimates were
prepared by using both the economic and accounting methods on the basis of
the data for 4,412 and 4,317 systems, respectively. These are the systems
for which there were no missing values in the data subset of 6,788 systems
for which data were available for their original construction cost. As
mentioned earlier, the estimation was made for the same data subset by

using both the methods mainly for comparative purposes.

Table 4, Average Cost of Water Production for Rural Community Systems,
1978

Accounting Economic
Method Method
Total Number
of Systems 34,014 6,788 6,788

Number of
Systems Used 18,731 4,317 4,412

(1978 dollars per connection per year)

Mean 116 136 370
Median 73 67 209
Mode 75 239 401
Standard

Deviation 145 147 510

Coefficient of
Variation 1.25 1.08 1.38
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The mean value of the estimates prepared by the economic method is
2.72 times that by the accounting method. Also, the median and mode are
3.12 and 1.68 times larger, respectively. The reasons behind these
differences are the same as those discussed earlier. The relative ratios
here, however, are different from that for the volume-based average cost
estimates presented in Table 3, because the numbers of systems included
for computing summary statistics were different because of the larger

number of missing values in the volume-based estimation.



- 37 -

1Vv. MULTIPLE REGRESSION ANALYSIS

In this section, we will examine the intrerrelationships between the
dependent and independent variables by using multiple regression
techniques. The average cost is a dependent variable and the policy and
other variables are the independent ones. Although the status of the
water quality improvement variable is less clear, it does qualify as an
independent variable if we recapitulate the fact that water systems are
legally required to attain a certain minimum level of contaminant levels
set by the EPA. This certainly is not a policy variable because, unlike
the size of a system, the requirements of the levels of finished water
quality are not endogencusly set by the water system's management
body.12 It is, however, an independent variable in the sense that the
exogenously set EPA requirements will influence the average cost of

producing drinking water. Therefore, during the multiple regression

.analyses in this section, the average cost will be treated as the

dependent variable and the water quality improvement together with the
policy and other explanatory variables as independent variables.

‘'The presentation of this analysis section is organized along the
following lines. An introductory subsection to the analysis will be pre-
sented where the specific data used for the analysis, the model specifica-
tions and the prior expectations of relationships between the dependent

variable and the independent variables will be discussed. This will be

127t should be noted that the water quality improvement has some
policy variable type of characteristics in the sense that water systems
may often choose to attain water quality higher than that required by EPA.
But within the scope of this study, we are concerned mainly with the
attainment of the EPA requirements,
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followed by the analysis subsection where multiple regression equations
will be presented,.

Introduction to the Regression Analysis

Data Subsetting: Only a subset of the data base available will be used
for analysis. The concerned factor related to water quality is the
quality improvement, i.e., the difference in quality between the raw and
the finished water for each system.

But in our data base, some of the water supply systems did not treat
their water at all; there were no quality improvements in the water they
produced, We have therefore chosen to include only those water systems
that treated their water,

This subset gets narrowed further for the regression estimates using
the cost estimates based on the economic method. In those cases, the
systems included are the ones that had no major alterations done since
their original construction., This subsetting became necessary, as dis-
cussed earlier, because the economic method of estimation requires data
on the original construction, and during the 1978 NSA survey, data on
original construction were gathered only if the systems had no major
alteration conducted.

These layers of subsetting changed the types of systems included in
the analysis from the 800 systems in the NSA survey to 664 systems. We
have therefore presented summary statistics for the continuous and
categorical variables of our concern in Tables 5.1 and 5.2, respectively,
for the original data set and its two subsets—-1)} the systems that treated
water, and 2) the systems that treated water and had no major alterations
since their original construction. In Table 5.1, the statistics are

presented for the continuous variables and in Table 5.2 for the
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categorical variables. Data on subjective water quality are presented in

both the tables——once, considering it continuous between its values from 0
to 5 and then considering it categorically for the six values of 0, 1, 2,

3, 4 and 5.

For a comparison of these summary statistics using a single measure,
the coefficient of variation has been computed for the continuous vari-
ables in Table 5.1. It is observed that the value of this coefficient
does not change by more than 10 percent by subsetting from all systems to
the systems that treated their water; the exceptions are the coefficients
for the capital utilization rate, turbidity, color, taste and smell.
However, when the data base is subsetted further to the systems that had
treated their water and had no major alterations undertaken, the coeffi-
cient of variation changes by more than 10 percent for all the continuous
variables except the capital utilization rate, lead, nitrate-N and the
perceived quality variables., For the total coliform, the ratio of the two
coefficients is as high as 2.6. More about the effects of this subsetting
on the results of the regression analysis will be discussed when the

equations are presented,

Model Specifications

During the multiple regression analyses, the average costs of
production, both for volume and number-of-customers~based, are introduced
in logarithmic forms. Also, logarithmic forms are introduced for four of
the explanatory variables: annual volume of water produced, number of
connections served, number of connections per mile of pipeline laid and
total coliform contamination level. The purpose behind presenting these

variables in such a form is to reduce the number of large residual errors
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that may arise because of the wide range of their numerical values. In
case of the total coliform variable, a relatively small number, 0.5, was
added to its value before calculating the logarithms because a large
number of its observations has zero values.

In addition, three of the explanatory variables are introduced as
dummy variables: source of water, region and type of ownership. In the
case of the water source, purchased water was considered the reference
category, and two dummy variables were created: ground source and surface
source. The value for the ground source variable was set at 'l' for
ground water and at 'O' for surface and purchased water. Similarly, the
value for the surface source variable was set at 'l' for surface water and
at '0' for ground and purchased water.

The Western region was used as the reference category for the region
variable and three categorical variables were created: Northeastern,
North Central and Southern. For each of these, values were set at '1' if
the water supply system was located in that region and at '0' if not.

The type of ownership is the last of the three explanatory variables
introduced as a dummy variable. The reference category in this case was
the private nonprofit class of ownership. The two variables created were
public ownership and private ownership. The values were again set at 'l’

if a system fell under its type of ownership and at '0' if not.

Prior Expectations of the Relationships

S0 far we have described the data subsets that have been used for
regression runs and the forms in which the dependent and the independent
variables are introduced. 1In this subsection, we will discuss the types

of relationships we expect between the dependent variable and each of
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the independent variables. The speculative discussion regarding the prior
expectations is meant primarily for establishing a basis for technical
discussions about the signs of coefficients during the presentation of

the regression results, The a priori expectations have been used for
deciding to include variables in the model only for the case of the
finished quality variables because, for the coefficients of those vari-
ables, theoretical and intuitive judgments about their signs are strong
enough to refute unexpected results. The basis for such judgments will

be presented during the discussion of a priori expectations for finished
water quality wvariables,

An increase in the log values for annual volume produced and for
number of connections is expected to produce a decrease in the log values
for average cost. This behavior is expected because the percentage change
in the fixed cost component would typically be smaller than the percentage
change in the water volume produced or the number of connections. The
implication in terms of the regression equations is that these variables
would have coefficients whose values are less than zero. That is, the log
values for water volume and for the number of connections will be nega-
tively related to the log values for average cost.

For the log values for the number of connections per mile of pipe-
line, an increase in customer density would generate an increase in the
level of output demanded without increasing the fixed cost component of
the total cost. The implications of this relationship for the log of
average cost is that the log of number of connections per mile variable

would have a coefficient with a negative sipgn in the regression eguations,.
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Finally, for the type of ownership factor, the prior expectation
based on the discussions during the preliminary analysis is that the
private nonprofit ownership category is likely to be associated with an
average cost less than that for both the public ownership category, and
the public form, in turn, is likely to be less than the private profit
class.

For the source of water variable with the three classes of ground,
surface and purchased water, the prior expectation is that ground water
would have low average cost relative to surface water. We cannot,
however, predict similar behavior for purchased water because data were
unavailable to trace the source of that water. An alternative model
design could have been selected where two variables would have related to
the source of water: one that classified the source by primary (or
produced) and secondary (or purchased) and another that categorized by
ground and surface. In such cases, purchased water could be expected to
have lower average cost than the produced water. But by classifying the
source of water in this fashion, the degrees of freedom in the equations
would have been reduced because all the systems using purchased water
would have missing values for the ground-surface water variable. The
source of water variable was therefore introduced by using the purchased
source as the reference category and by creating two variables. The
implications of these prior expectations on the ground-source and
surface-source dummy variables will be such that the ground-source
variable will have a coefficient less than that for the surféce-source
variable,

For introducing the region variable, three categorical variables have

been created using the Western region as the reference category. On the
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basis of the NSA data on water prices, the prior expectations of relation-
ships are that the Western region would have the highest average cost
followed by the North Central, the Northeastern and the Southern regions.
The implication of this expectation on the regression equations is that
all the three created variables would have negative coefficients, Also,
the coefficients will have smaller values for the North Central relative
to the Northeastern and the Northeastern smaller relative to the Southern
region variable. But prior expectation based on the NSA data may not be
directly applicable in this context because their calculations included
all water supply facilities with two or more connections.

Finally, the capital utilization rate variable is expected to have a
coefficient with a negative sign. Any increase in the ratio of the
average daily water produced to the design capacity would typically reduce
the average cost, because the fixed cost gets distributed over a larger
level of output.

In addition to the policy and other explanatory variables, there
are twenty finished quality variables as independent variables, fifteen
of which are based on the laboratory test data and five on the users'
perception data.

The expected relationship for water quality improvement is that the
value of the log of average cost will increase as the water quality
improves, because the water quality improvement typically involves
additional treatment facilities which in turn will increase the average
cost. That is, a lower level of quality improvement will leave a higher
level of contaminants in the finished water but will incur lower average

cost.
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Intuitive judgment here needs to be reinforced by a theoretical
argument to ensure that for this kind of model the coefficient of the
finished quality variables should have negative signs. During the pres-
entation on measurements, p.3, we contended that the source of water and
the region variables can act as surrogates for raw water quality. If
these surrogate variables are included in a regression equation, it may
not be unreasonable to expect the log of average cost to go down for
increasing values of the contaminants in the finished water.

Such an expectation has a theoretical support from the mathematical
note on pages 8-9, If the source of water and the region are introduced as
surrogate variables for raw water quality along with the finished water
quality variables, the coefficient of the finished water quality variable
would be 09c¢/ 9(qfq;) instead of 3c/ dqg. This reflects the
sensitivity of the log of average cost to the water quality improvement,
not to the finished water quality. Therefore, the coefficients of the

-

finished quality variables in our equations should have negative signs.

Multiple Regression Equations

The multiple regression equations will be presented in two subsec—
tions, one each for the two dependent variables—-the volume-based average
cost and the number—of-connections—-based average cost. Within each sub-
section, separate equations will be presented for various combinations
of the two methods of estimating production cost, the accounting and the
economic methods, and of the two schemes of measuring finished water
quality, the laboratory test-based and the users’' percéption-based

measurements. Also, the relative importance of the independent variables
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in each equation for explaining the log of average cost will be analyzed
by using stepwise regression techniques.

Volume—-Based Average Cost of Production: The first group of models
presents the relationship between the volume-based average cost of
production and the explanatory variables using different methods of
estimating total cost and of measuring finished water quality (Table 6).

The first three equations in Table 6 were estimated by using the cost
estimates based on the accounting method and the remaining two by using
those based on the economic method. Within the first three equations,
there are differences in the data subset used and in the measure or extent
of coverage of the finished water quality. The first and the third
equations were estimated by using a data subset of all the systems that
treated their water, while the second was estimated by using an exactly
similar subset but from a different sample of systems. The systems in
that sample were sampled in the NSA survey for collecting data on all the
contaminants in;luded in EPA's inﬁerim primary drinking water regulations.
Furthermore, the first and the third equations were estimated by using
different quality measures, the laboratory test-based and the user
perception-based measurements, respectively. Similarly, the last two
equations in Table 6 were estimated by employing different measures of
quality.

In the first and second equations, the coefficients of the annual
water volume have a value less than zero as expected. Also, the capital
utilization rate and the customer density variables are negatively related
to the average cost, also according to the a priori expectations.

Regarding the dummy variables, both equations have coefficients that

indicate that ground water has a lower average cost than that for surface
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water, But the first one reveals that ground water is cheaper than the
purchased water while the second one implies the opposite, Nevertheless,
both equations appear to be accurate from the source of water point of
view because this equation should not be used to compare ground and
surface water sources with the purchased water source.

Next, regarding the region dummy variable, the first equation shows
that the Northeastern region has the lowest average cost followed by the
North Central, Scuthern and Western regions, in that order. But the
second equation shows that the North Central region has the lowest average
cost followed by the Southern, Northeastern and Western regions. This
discrepancy may have occurred because the second equation was estimated on
the basis of a sampled data subset.

Furthermore, regarding the ownership dummy variable, both equations
reveal that private profit ownership is cheaper than the private nonprofit
ownership. In addition, the first equation indicates that public owner-
ship is cheaper than the private nonprofit ownership but expensive com-
pared with the private profit ownership. These observations are contrary
to expectations. We will discuss this discrepancy in detail when we
compare the first equation, based on the accounting method, with the
fourth omne, based on the economic method,

Finally, regarding the laboratory test based quality variables, imn
the first equation total coliform, nitrate~N, iron, manganese and color
variables were included and have coefficient signs as expected. 1In the
second equation only the color variable was included because it was highly
correlated with iron. The cadmium and manganese variables were included
in this equation, but they have t-ratios less than unity. On the whole,

it seems we have not been able to gain much in the second equation regarding



- 44 -

the number of quality variables that could be included tc explore their
relationships with the average cost,

The third equation is quite similar to the first except that the
perceived clarity variable substitutes for the laboratory test based
variables in the first one, and not in the second. It seems the appro-—
priate criterion to compare these two equations will, therefore, be the
multiple correlation coefficient. Since the first equation has a higher
coefficient, the quality measure based on the laboratory test appears to
be preferable to that on the users' perception. This preference, however,
is based purely on the consideration of how well the explanatory variables
indicate the variations on the average production cost, From the point of
view of explaining other considerations such as how interested a community
will be to improve its system's water quality, the equation based on the
user perception quality variables may be the appropriate one. This issue
will be addressed in a subsequent publicationm.

Next, we will compare the estimates in the first equation with the
better of the two equations developed by using the cost estimates based on
the economic method, that is, the fourth and the fifth equations., Because
these equations are similar in many respects, the multiple correlation
coefficient again appears to be 2 useful criterion to judge the usefulness
of quality measure. The fourth has a higher R? value and the laboratory
test based quality measure therefore appears to be superior.

Finally, compare the first and fourth equation. The main difference
between these two equations is in terms of the data subset used to
estimate them. Because the fourth equation was prepared by using average
costs estimated by the economic method, only those systems that treated

their water and had not had any major alteration since their original
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construction were in;luded in its data subset. These were the only
systems for which data on the total capital investment were available. As
a result of this restriction on the creation of a data subset, the
coefficients of the created variables related to the source of water and
to the region do not rewveal much about their relationships with the
average cost in the fourth equation. WNevertheless, they were included in
the equation to reflect water quality improvement along with the finished
water quality variables. The Southern region variable was the only one
excluded, because the t~ratios of the other two region variables became
very small iﬁ its presence.

As far as the laboratory test based gquality variables are concerned,
both equations include five variables each and their coefficients have
expected signs and t-ratios greater than unity.

The main strength of the fourth equation, however, lies in the
estimation of coefficients for the two variables created for discovering
the relationship of the type of ownership variable with the average cost
variable. There are differences in the ways systems under various owner-
ship categories compute their debt retirement costs and in the costs of
capital they have to pay. The systems under private profit ownership
typically do not include the principal component in their debt retirement
costs and, during the NSA survey, they may not have included the deprecia-
tion cost because questions were asked about revenue and percentages
expended for debt retirement and about operating and maintenance costs.

In the fourth equation, the average cost variations due to such computa-
tional differences were standardized by the economic method. The revealed
effects are therefore more likely to reflect the differences due to the

ownership-related management aspects. This equation indicates that the
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private nonprofit systems had the lowest average costs and that the
private profit and the public systems produced water at similar average
costs.

The results of the stepwise regressions (Table 7) indicate that the
annual volume of water produced is the most important explanatory variable
for both the equations. This variable is then followed by the total
coliform in the first equation and by lead in the fourth. Total coliform
drops from the second-most important position in the first equation to the
seventh in the fourth equation. The reason for this change in relative
importance is that the coefficient of variation changes from 1163 percent
for the total coliform data subset used for the first equation to 450
percent for that utilized for the fourth one, (see Table 5.1).

To sum up, both the first and the fourth equations are useful for
exploring relationships between the explanatory variables and the average

cost.

Number—-of-Connections Based Average Cost of Production

The multiple regression equations presented so far have been
estimated by using the logarithmic form of the water production cost per
one thousand gallons as the dependent variable. From the point of view
of examining relationships with independent variables such as the size
of systems, the volume of water produced is definitely a superior basis
compared with the number of connections, especially in cases where data
are not available for differentiating between residential and nonresiden-
tial users. During the preliminary stages of planning for new rural water
systems, decision makers may be concerned with the total annual production

cost of water using a specific technique and the number of families served
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in the community. In this case, the average cost per family per year will
be the criteria for comparing alternative techniques of producing water.
We have, therefore, chosen to conduct and include additional regression
analyses similar to the earlier ones by substituting the volume-based

average cost with the number-of-connections based average cost.

Table 7. Relative Importance of Independent Variables in the Multiple
Regression Equations Explaining the Log (Volume-Based Average

Cost)t
Equation 1% Equation &%%
Independent Variables Rank Rank
Log (Annual volume of water produced) 1 1
Log (Total coliform + 0.5) 2 7
Color 3 4
Nitrate-N 4 -
Log (No. connections per pipeline mile) 5 3
Manganese 6 -
Capital utilization rate 7 -
Type of ownership: Public =1 8 6
Type of ownership: Private profit = 1 9 8
Iron 10 -
Lead - 2
Specific conductance - 5

T The source of water and the region variables were included in all the
steps during stepwise regression.

* Egstimate includes only the systems that treated water.

**% Estimate includes only the systems that treated water and had no major
alterations since original constructionm.
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The final form of the regression equations are presented in Table 8.
The procedure used for obtaining these five equations are the same as
those used for obtaining those in Table 6. Also, using a similar com-
parison among the equations indicates that the first and the fourth
equations are superior to the others and the appropriateness of the one
as opposed to the other of these two egquations is largely a matter of the
variable of concern,

The main difference between the results of Tables 6 and 8 concerns
the relationship between the average cost and the system size. When
the average cost is volume-based, there are clear indications of scale
economies as demonstrated by the negative signs for the coefficients of
the log of annual water volume variable in Table 6. However, as the
dependent variable is changed to the number-of-comnections—based average
cost in Table 8, for equation l the size variable, log (number of comnec-
tions), has coefficients with negative signs but with a t-ratio much less
than unity, 0.27. Furthermore, for equation 4, the size variable is posi-
tively related with log (average cost) indicating scale diseccnomies.

The use of the log of number of connections instead of the log of
annual water volume as the independent variable representing system size
has little to do with the differences in results. Although the number of
connections and the annual water volume variables have relatively low
correlation coefficients (0.25 for the data subset in equations 1 and 3,
0.17 for that in equations & and 5, and 0.60 for that in equation 2), the
log of number of connections and the log of annual water volume have high
correlation coefficients: 0.72 for the data subset in equations 1 and 3,

0.80 for that in equations 4 and 5, and 0.90 for that in equatiom 2.
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As a result, the size variable used in Tables 6 and 8 represents both
measures regardless of which one is used during the estimation,

The relative importance of the independent variables were examined
for equations 1 and 4 by following the stepwise regression techniques
similar to that used for analyses in the earlier subsection. The results
are presented in Table 9, There are two interesting points that are
observed from the differences in the rank of variables between Tables 7
and 9., First, the type of ownership stands out as a relatively more
important variable for explaining the production cost per connection per
year. Second, the relative importance of the size variable drops from
first place for both equations 1 and 4 in Table 7 to last place for those
equations in Table 9.

The latter observation may be used to explain the discrepancy in the
results in Tables 6 and 8. Although the size variable for equations 1 and
4 in Table 8 indicated scale economies with a coefficient of low t-ratio
or scale diseconomies, respectively, in both the cases the relative
importance of the size variable dropped from first place in Table 7 to
last place in Table 9. This indicates that the scale economies strongly
observed in Table 6 do exist and that the results in Table 8 cam be
attributed to the nonavailability of information about the users with very
different levels of water usage, that is, residential and nonresidential
customers,

Because of these weaknesses in the regression analyses using the
number-of-connections-based average cost and because of the confusion that
might arise while using both sets of results, we have chosen to use only
the results of analysis for the volume-based average cost for discussing

policy implications of the results,
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Table 9. Relative Importance of Independent Variables in the Multiple
Regression Equations Explaining the Log (Number-of-Connections—
Based Average Cost)¥

Equation 1% Equation 4%%
Independent Variables Rank Rank
Log (number of connections) 7 6
Log (Total coliform + 0.5) 1 5
Color 4 3
Nitrate-N 6 .
Log (No. connections per pipeline mile) 2 -
Manganese - -
Capital utilization rate - -
Type of ownership: Public =1 3 1
Type of ownership: Private profit = 1 5 4
Iron 8 -
Lead - 2

Specific conductance - -

! The source of water and the region variables were included in all the
steps during stepwise regression.

* Estimate includes only the systems that treated water,

*% Estimate includes only the systems that treated water and had no major
alterations since original construction.

SUMMARY OF RESULTS

The interrelationship between the average production and the various
independent variables were examined using multiple regression techniques.
Twe measures of average cost were used: the volume-based and the number
of connections-based. The results of the regression analysis indicated

that among the factors influencing the volume-based average cost, the
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annual volume of water produced is relatively the most important followed
by three finished water quality variables and customer density measured by
the number of connections per mile of pipeline. It is also demonstrated
that among the factors influencing the number-of-connections—based average
cost, the total coliform, a finished water quality variable, is relatively
the most important followed by the customer density variable. In all

the equations tried, the source of water and the region variables were
included during the stepwise regression so that they could serve as
proxies for raw water quality. There were other variables, but they are
relatively less important, While analyses using the number—of~connections
based average cost have alsoc been conducted only the volume-based average

cost will be used for policy discussions.
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V. RESULTS AND POLICY IMPLICATIONS
In this section, we will discuss the implications of the results of
the regression analyses conducted in the earlier section. We will mainly
be concerned with the implications regarding the choice of alfernatives
for a number of policy variables. We have chosen to restrict our dis—
cussions to three policy issues for which the regression equations are
most appropriate for choosing alternatives. They are the following:

1. Cost-Quality Relationships: Will it be possible to add
quality to the water produced without adding cost if
small rural systems ogt for regionalization of their
existing facilities?l

2. Cost-Size-Density Relationships: Will it be feasible
for the new rural systems to choose larger sizes and
then meet EPA's quality standards without excessive
production costs, or is this size option infeasible for
rural areas because they typically have low customer
density?l4

13Regiona1ization of the existing facilities has been encouraged in
the Safe Drinking Water Act. The Act provides for an extension of the
time allowed for compliance among systems which enter into "an enforceable
agreement to become a part of a regional public water system.” See The
U.S. Senate, Committee on Environment and Public Works, The Safe Drinking
Water Act—-As Amended Through November 1977, Serial No. 95-10 (Washington,
D.C.: Government Printing Office, 1977), p. l4. 1In addition, EPA, the
regulatory agency responsible for implementing the provisions of this Act,
views regionalization more specifically in the context of small systems.
The Agency considers it as one possible way for joining together for
benefitting from the scale economies due to centralized treatment
processes and then to meet the provisioms of the Act. See U.S.
Environmental Protection Agency, National Safe Drinking Water Stratepy:
One Step at a Time, Washington, D.C., February 1977, pp. 39-4l.

l4ymile accepting the scale economy effects in water systems, the
literature has been concerned also about typical low customer density in
large systems and consequently the scale diseconomies due to higher water
transmission and distribution costs. See R, M. Clark, "Water Supply
Regionalization: A Critical Evaluation,” Journal of the Water Resources
Planning and Management Division, ASCE, 105 (September 1979), pp. 279-294,
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3. Cost-Ownership Relationships: Assuming the hypothesis
that private systems will be better able to handle capital
shortage problems is true also for the rural systems, will the
private systems be able to compete with the public systems in
efficiency of production?

Cost-Quality Relationships

Can the existing water supply systems in the rural areas add quality
to the water they produce without adding cost by taking advantage of the
scale economies effect? Consider a hypothetical case of two water systems
that are regionalized. As a result of this, the annual volume of water
produced by the combined system will be higher than either of the two
water systems. The customer density of the new regionalized system,
however, may be smaller than either of the two original water systems,
Nevertheless, the regionalization may have opened up an avenue for
improving water quality further. Assume that the regionalized system has
the same characteristics as the two systems regarding water supply source,
location of region, ownership, capital utilization rate, and all the
finished water quality variables except the total coliform. Then,
starting with Equation 1 in Table 6, for sensitivity analysis, we can
develop an equation that relates the percentage changes in the annual
water produced, the total coliform and the customer density with the
percentage change in the average cost. The new equation can be written as

follows:

}5For details on the hypothesis, see S. H. Hanke, "Crisis—Ridden
Water Systems Should Go Private," Wall Street Journal (3 September 1981),
P. 22,
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A{Average Cost) _ A(Annual Water Volume)

-0.2833

Average Cost Annual Water Volume
~0.1236 A{No. of Connections per Mile)
: No. of Connections per Mile
~0.0668 A(Total Coliform + 0.5)

Total Coliform + 0.3

We then assume that the percentage change in the avefage cost of producing
water is zero. That is, the unit cost remains unchanged before and after
regionalization. We can therefore write this equation as:

A ® ) »
0.2833 (Annual Water Volume) _ 0.1236 A {No. of Connections per Mile)

Annual Water Volume No. of Connections per Mile

A {Total Coliform + 0.5)

-=U.0668 Total Coliform + 0.5

From the perspective of one of the two systems, if the water volume
produced increases by 10% ex post~regionalization, we observe from this
equation that there would be no margin left for improving water quality
only if the customer density decreases by 23 percent due to
regionalization, Assuming the customer density decreases by only
"~ 10 percent and the total coliform pre-regionalization is 1.5
bacteria/l100 ml of water, it would be possible to bring the total coliform
count down to EPA's maximum contaminant level of 1! bacterium/lOOIml

without incurring additional cost per unit of production.

Cost-Size-Density Relationships

Because of low customer density, is it infeasible in rural areas to
improve water quality standards by building new water systems of large
size. Again, look at Equation 1 of Table 6. Using that equation, we have
presented a matrix in Table 10 showing the percentage change in unit cost

for various hypothetical combinations of percentage increases in
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the annual water volume produced and of percentage decreases in the
customer density. The percentage values in the cells indicate the
percentage changes in the average cost due to the changes in the two axes.
These values indicate that the size option may or may not be feasible
depending on the customer density of the service area.

Table 10. Sensitivity of the Percentage Change in the Average Cost to
the Percentage Changes in the System Size and the Customer

Density
Percentage Change In System Size
10 25 50 75 100
Percentage | =3 -2.2 -6,5 -13.5 -20.6 -27.7
Change in
Customer —-10 ~-1.6 -5.8 -12.9 -20.0 -27.1
Density
~25 +0.3 ~4,0 ~-11.1 ~18.2 -25.2
50 +3.3 -0.,9 - 8.0 -15.1 -22,1

Cost—Ownership Relationships

Finally, what is the relationship between the average cost and the
type of system ownership. Equation 4 in Table 6 is appropriate because
the cost calculations in this equation have already been standardized for
differences in the cost-accounting procedures for systems under different
types of ownership. According to that equation, using private nonprofit
ownership as the reference group, publicly owned systems produce water at
11 percent higher cost, and private profit systems do so at 10 percent
higher cost. This implies that firms operating as private nonprofit
cooperatives or operated by a private individual can produce water at a

cheaper cost. The firms run by private profit and public firms preduce

water at nearly the same cost. In other words, cooperatives may be a
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better form of organizational ownership where it is feasible. But in a
choice between private profit and public firms, the choice is not affected
by average production cost. The actual rate private profit systemé charge
to the users may, however, be higher because between the average
production cost and the unit price charged, they would need a margin for

paying returns to investors and for paying taxes.
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VI. SUMMARY AND CONCLUSIONS

The initiating hypothesis for this study was that if a number of
policy variables concerning the implementation characteristics of the
water systems were maneuvered it would be possible to improve the quality
of water produced by rural water systems without escalating the cost. An
analytic framework was suggested and multiple regression techniques were
employed to test the relationships indicated in this framework. Detailed
data from a national level data base for 800 rural water systems were
used. The results of the analyses indicated that, depending on the choice
made from the alternatives within each of the three identified policy
variables, it is possible to reduce the average cost of producing water.
First, the average production cost of water decreased as the system size
increased. Second, the cost decreased as the customer density increased,
with density measured by the number of customers per mile of pipeline.
Third, the systems under private nonprofit ownership can produce water at
a low cost relative to those under private profit and public ownership.

The implication for policy centers on increasing system size. It is
possible to develop a margin for improving the quality of the finished
water without escalating its average production cost only if system size
can be increased sufficiently to mitigate the effects of customer denmsity.
Additional margin may be developed by choosing private nonprofit ownership
in the form of local cooperatives, but this option may be feasible only
for the water systems in the lower end of the system size,

This study has remedied some omissions in the literature by develop—
ing a framework and by analyzing the interrelationships between production
cost on the one hand and water quality and independent variables on the

other hand. Time and resource constraints have made it possible to make
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only a modest effort in this direction. The economic modeling pursued
here is a first step toward the development of models for practical use.
Further efforts are needed before the results developed here can be used
for management decision making. First, in this study, technology has been
considered only implicitly. Tt would be necessary to deal with water
production and especially with water treatment technology more explicitly
by analyzing the cost and quality implications of various add-on treatment
technologies available for small water .systems. Second, it has not been
possible to include various geological considerations because of the
national scope of the data base and the large number of systems con-
sidered. TFor the management decision-making models, however, it would

be egsential that those factors be considered. If these research steps
are undertaken, then the information developed in this study of rural
water systems should prove useful for specific decision making related

‘to water quality improvement.
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ERRATUM

A.E. Res. 82-25, p. 25, Table 2, footnote:

Reads: "0:
1:

Should

Read: "0:
1z

less than or equal to the maximum contaminant level allow-
able (primary) or recommended (secondary).

greater than the maximum contaminant level allowable
(primary) or recommended (secondary).”

complete absence of the characteristic.
presence of the characteristic with varying frequencies
of occurrence."



